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Executive Summary 

The main goal of the PARIS project is the definition and demonstration of a methodological 
approach for the design of surveillance systems optimizing the surveillance capabilities 
together with  privacy protection and integration of the concept of accountability. For this 
reason, we define a framework called SALT (Social, ethicAl, Legal and Technical), and two use 
cases for its demonstration.  

This document describes the results of task T6.4 and task T6.5, including the process followed 
for the design and development of the biometrics use case defined in D6.1 and D6.2 using the 
SALT Framework resources, and the procedures, mechanisms or measures (artifacts) 
implemented to address the identified privacy and accountability concerns.  

This work serves as an example to show the value of the SALT Framework for the development 
of biometric systems during all their lifecycle.  
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1 Introduction  

This document is aimed at describing the process followed for the development of the 

biometrics use case defined in D6.1 and D6.2 using the SALT approach. It is divided in the 

following sections: 

 Section 2: Biometrics use case overview summarizes the goals and requirements for the 

use case, as well as the artifacts selected to address the privacy and accountability 

concerns. All of them were already explained in D6.2. 

 Section 3: SALT Framework specialized for biometrics describes the SALT design process 

defined and the available resources in the SALT Framework that can be applied for the 

development of biometric systems.  

 Sections 4, 5 and 6 describe the use cases defined, that cover all the stages of the 

lifecycle of the biometric system. We have just finished the implementation of the 

different modules composing the system, the system is currently at the end of the 

development stage, therefore the first stages are explained in-depth, including details 

about how the SALT Framework resources have been used to take the different design 

decisions. On the other hand, the sections explaining the stages of deployment, 

operation & maintenance and retirement describe the next steps that will be carried out 

and evaluated during the next months in order to assess the value of the SALT 

Framework in all the system lifecycle. 

It is important to point out that because of resource reasons, the system has not been fully 

developed: only the most important components and artifacts that allow to prove the value of 

the SALT Framework for the design and development of this use case have been implemented. 

Moreover, we have used a first version of the SALT processes and tools developed so far in this 

project (WP2-WP4), that may be subject to updates or improvements during the next semester.  
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2 Biometrics use case overview 

This section summarizes both the surveillance goals and the privacy and accountability 

requirements for the use case. 

2.1 Scenario description and goals 

The use case goal is the detection of unauthorized accesses to a building with security 

requirements preserving users' privacy.  

The stakeholder company is Visual Tools, that requires a solution to protect all the material 

stored in their headquarters, located in Madrid (Spain), during the night period (9:00 PM to 

7:00 AM), without interfering with the work of the maintenance employees. 

In particular, the system designed should fulfill the following requirements from the 

stakeholder (surveillance goals): 

1. Prevention against theft (deterrence); 

2. Facilitation of the work of security operators during the night period, reducing the false 

alarms; 

3. Facilitation of the collection of evidences for law enforcement. 

To address the stakeholder needs we have designed a biometric system based on video analysis 

that is capable of detecting unauthorized accesses in the scenario defined. The system will 

cover the main transit areas of the office with cameras, providing depth and spatial information 

that will be analyzed to detect the people accessing to the office. It will also include a 

mechanism for re-identification allowing to match any person detected with a database of 

authorized people. In case the system does not recognize the person detected, an alarm will be 

generated and displayed to the operator responsible for monitoring the facilities. 

 

 

 

Figure 1: Summary of the functioning of the proposed system 

These are the main features provided by the system that will serve to solve the stakeholder 

problems: 

 Re-identification capability, allowing to compare any data subject with a database of 

authorized people. 

 Management tool displaying the results of the re-identification process, that can be 

used by security operators to react earlier in case of intrusion, and also to discard false 

alarms more easily. 

 Collection of information of any access detected, such as the date and time, which will 

facilitate the video search in case of incident, and therefore the provision of evidences 

to local authorities. 

Detection of a 
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the office 
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Match? 
no Alert system 

operator 



PARIS Deliverable 6.3 v1.0 

17/07/2015 SEC - 312504 11 

2.2 Privacy & accountability requirements 

The following table enumerates the main privacy and accountability requirements identified 

and detailed in D6.2. The different requirements have been extracted from the following 

sources: 

 (REQ_QUE_*): The SALT questionnaire for biometrics developed in WP2. 

 (REQ_SOC_*): The socio-ethical assessment described in D6.2. 

 (REQ_VSS_*): The Spanish DPA’s guideline for video surveillance systems, based on the 

Spanish legislation. 

 (REQ_LEG_*): Legal requirements extracted from the end-to-end accountability 

assessment described in D6.2. 

 (REQ_ACC_*): Other accountability concerns extracted from the end-to-end 

accountability assessment described in D6.2, that are not covered by other 

requirements. 

ID Requirement 

REQ_QUE_1 Define clearly the purpose of the processing of personal data  

REQ_QUE_2 Indicate and justify the legal ground on which the biometric system relies 

REQ_QUE_3 Justify the necessity and suitability  

REQ_QUE_4 Evaluate the interference with privacy rights 

REQ_QUE_5 Transparency of the enrolment process 

REQ_QUE_6 Transparency of the matching process 

REQ_QUE_7 Privacy impact of the technology selected 

REQ_QUE_8 Nature of the data collected 

REQ_QUE_9 Expected system accuracy 

REQ_QUE_10 Limitation of the access to personal data 

REQ_QUE_11 Disclosure of personal data 

REQ_QUE_12 Storage of personal data 

REQ_QUE_13 Security of the data stored 

REQ_QUE_14 Retention and deletion of personal data 

REQ_QUE_15 Protection of personal data communications 

REQ_QUE_16 Privacy impact of system failures 

REQ_QUE_17 Control of unattended operations 

REQ_QUE_18 Stability of biometric templates 

REQ_QUE_19 Anti-spoofing measures 

REQ_SOC_1 Didactic explanation of the objectives and functioning of the surveillance system 

during the enrolment phase. 

REQ_SOC_2 Mitigate the social impact of any change in the group of people enrolled. 

REQ_SOC_3 Mitigate the social impact of the dependence of the system performance on the 

clothes of the people enrolled in the system. 

REQ_SOC_4 Reduce the intrusive impact of the system on employees due to the use of a silent 

technology. 

REQ_SOC_5 Mitigate the impact on the social behavior of employees of the installation of a 

surveillance system. 
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REQ_VSS_1 Use of informative signs 

REQ_VSS_2 Use of an informative handout 

REQ_VSS_3 Inscription of the system in the General Register 

REQ_VSS_4 Location of the cameras 

REQ_VSS_5 Retention period for the images stored 

REQ_VSS_6 Security level of the images stored 

REQ_VSS_7 Security obligations of people allowed to access the data 

REQ_ACC_1 Documentation and communication of policies, procedures and practices  

REQ_LEG_1 Carry out a Privacy Impact Assessment (e.g. through the SALT questionnaire for 

biometrics) 

REQ_LEG_2 Consultation of stakeholders 

REQ_LEG_8 Data subject rights (access, rectification, deletion) 

Table 1: Summary of privacy and accountability requirements identified for the use case 

It is important to highlight the evolution of the privacy and accountability requirements from 

the initial list identified at the beginning of the project in D6.1, to the list of requirements of 

Table 1 obtained from the different evaluations carried out following the SALT approach. As can 

be seen comparing Table 1 and Table 2, the new list of requirements is much more elaborated 

and cover more aspects than the requirements listed in deliverable D6.1.  

Id Initial Privacy and security requirements Covered by 

PSR_1 The images stored in the system shall be protected REQ_QUE_13 
PSR_2 The bodyprints stored in the system shall be protected REQ_QUE_13 

PSR_3 The alarms generated shall be periodically sent until they are verified by the 
System Operator 

OR_3, OR_16 

PSR_4 A history of the alarms generated shall be stored in the system REQ_QUE_9, 
REQ_QUE_18-19 

PSR_5 The System Administrator is the only user with permissions to add, modify or 
delete the data stored in the system 

REQ_QUE_10, 
REQ_QUE_13 

PSR_6 The System Administrator is the responsible for providing authorization to 
access the data stored 

REQ_QUE_10, 
REQ_QUE_13 

PSR_7 The system shall record any access to the information stored in the system REQ_QUE_10, 
REQ_QUE_17  

 REQ_QUE_19, 

PSR_8 The communication between the VPUs and the RIS shall be adequately 
protected 

REQ_QUE_13 

PSR_9 The system should implement adequate security measures to prevent or 
mitigate a denial of service attack 

REQ_QUE_13 

PSR_10 The different components should be connected through a LAN network REQ_QUE_13, 
REQ_QUE_15 

PSR_11 The system shall comply with the Spanish regulations on privacy and data 
protection 

REQ_LEG_* 

Table 2: List of initial privacy and accountability requirements 

2.3 Other requirements 

In the following table, the technical requirements identified in D6.1 are listed with the stage of 

the lifecycle in which they can be checked. Note that some of the requirements have been 



PARIS Deliverable 6.3 v1.0 

17/07/2015 SEC - 312504 13 

updated after the different revisions of the use case. The updates are also indicated in the 

table. 

Id Technical requirement Stage 
TR_1 The cameras used shall cover the main transit areas of the office Deployment 

TR_2 There shall be one VPU per DC Design/Development 

TR_3 The system shall be centralized Design/Development 

TR_4 Each VPU shall include data storage for the temporary files Design/Development 

TR_5 The RIS shall be connected to the APDB Design/Development 

TR_6 The RIS shall include data storage for the results of the comparison and the 
alarms 

** Updated: The comparison tasks have been separated from the alarm 
management. Now, the results are stored in the RDB, and displayed through 
the RMS. We could add this new requirements now: 

TR_6: The RIS shall include data storage for the results of the comparison 
TR_14: The RMS shall include data storage for the alarms 
TR_15: The RMS shall be connected to the RDB 

Design/Development 

TR_7 The access to the APDB shall be able to store templates from at least 10 
people 

Design/Development 

TR_8 The access to the APDB shall be traced Design/Development 

TR_9 The communication between the VPUs and the RIS shall be properly 
protected 

** As there is a new component now (RMS), this requirement should be re-
written: 

TR_9: The communication between the system components shall be 
properly protected 

Design/Development 

TR_10 The user interfaces in the RIS shall implement access control mechanisms 

** This should be applied to any user interface: 

TR_10: The different user interfaces shall implement access control 
mechanisms 

Design/Development 

TR_11 Authorization shall be required to access the images stored in the system Design/Development 

TR_12 The VPUs shall use Linux or MAC OS Design/Development 

TR_13 The RIS shall use Linux or MAC OS Design/Development 

Id Operational requirement Stage 

OR_1 The system shall be able to initiate the recognition process automatically Design/Development 

OR_2 The system shall be able to perform the categorization process automatically Design/Development 

OR_3 The system shall be able to generate alarms automatically when an 
unauthorized person is detected 

Design/Development 

OR_4 The VPU and the RIS shall be able to communicate without any user 
interaction 

** As there is a new component now (RMS), this requirement should be re-
written: 

OR_4: The VPU, the RIS and the RMS shall be able to communicate without 
any user interaction 

Design/Development 

OR_5 Information about how to configure the system shall be provided to the 
System Administrator 

Deployment 

OR_6 Information about how to access certain information shall be provided to 
the users with authorization to retrieve it 

Deployment 

OR_7 The System Administrator shall be educated on how the biometric system 
works 

Deployment 

OR_8 The System Administrator shall be able to manage other system users Design/Development 

OR_9 The System Administrator shall be able to authorize the access to the 
information stored in the system 

Operation 

OR_10 The System Administrator shall be able to configure the recognition Design/Development 
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parameters 

OR_11 The System Administrator shall be able to define the detection period Design/Development 

OR_12 The System Administrator shall be able to initiate the enrolment process 
manually 

Design/Development 

OR_13 The System Administrator shall be able to access the information stored in 
the system 

Design/Development 

OR_14 The System Administrator shall be able to delete the information of the 
people detected 

Design/Development 

OR_15 The System Administrator shall assist the Police Officers and the Data 
Protection Officers for auditing tasks 

Operation 

OR_16 The System Operator shall be able to receive notifications of the system in 
case of alarm 

Design/Development 

OR_17 The System Operator shall be able to access the information of the people 
detected 

Design/Development 

OR_18 The System Operator shall be able to discard false alarms Design/Development 

OR_19 The System Operator shall be able to report incidents to local authorities Operation 

OR_20 The System Operator shall collaborate with the local authorities in the 
verification of an intrusion 

Operation 

OR_21 The Police Officer shall be able to obtain information related to a particular 
incident 

Operation 

OR_22 The Data Protection Officer shall be able to obtain information stored in the 
system 

Operation 

OR_23 The system should be available at least during the period defined for 
detection 

Design/Development 

OR_24 A reasonable error rate for the system is 20% of false recognitions Operation 

Id Functional requirement Stage 

FR_1 The system shall be able to capture spatial and RGB information Design/Development 

FR_2 The system shall be able to detect people appearing in the scene Design/Development 

FR_3 The system shall be able to track the people detected Design/Development 

FR_4 The system shall be able extract features of the people detected Design/Development 

FR_5 The system shall be able to create a template for each person detected Design/Development 

FR_6 The system shall allow to discard low quality templates Design/Development 

FR_7 The system shall be able to store information of the people detected Design/Development 

FR_8 The system shall be able to compare and match the templates of the people 
detected 

Design/Development 

FR_9 The system shall be able to decide if a person detected belongs to a defined 
group 

Design/Development 

FR_10 The system shall be able to generate alarms Design/Development 

FR_11 The system shall be able to send alarms to certain users Design/Development 

FR_12 The system shall be able to store information of certain users Design/Development 

FR_13 The system shall allow to discard false alarms Design/Development 

FR_14 The system shall allow to access the information of the people detected Design/Development 

FR_15 The system shall allow to delete the information of the people detected Design/Development 

FR_16 The system shall allow to configure the recognition parameters Design/Development 

FR_17 The system shall allow to define the detection period Design/Development 

FR_18 The system shall allow to initiate manually the enrolment process Design/Development 

FR_19 The system shall be able to record the accesses to the information of the 
people detected 

Design/Development 

FR_20 The system shall be able to delete automatically certain information stored 
after a defined period of time 

Design/Development 

Id Environment requirement Stage 

ER_1 The system shall operate indoors Development / 
Deployment 

ER_2 The system shall be able to operate correctly at temperatures ranging from 
17°C - 27°C 

Development / 
Deployment 

ER_3 The system shall be able to operate correctly in normal humidity conditions Development / 
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Deployment 

ER_4 The system shall be able to operate correctly with ambient lightning Development / 
Deployment 

ER_5 Each depth camera shall cover a maximum area of 5 x 3 meters Deployment 

ER_6 Each depth camera shall be placed at a minimum of 0.8 meters of the 
objects 

Deployment 

Table 3: List of technical requirements for the biometrics use case 

2.4 Artifacts 

As explained in D6.2, these are the artifacts selected to address the most important privacy and 

accountability concerns identified for this use case: 

 ID Artifacts 

A1 SALT Framework questionnaire for biometrics (PIA) 

A2 Public privacy policy 

A3 Inscription of the system in the General Register 

A4 Use of informative signs 

A5 Definition of a procedure for enrolment in which the collaboration of the data subject is required 

A6 Role-Based Access Control 

A7 Training sessions for the different system users 

A8 Data collection logs 

A9 Data access logs 

A10 System logs 

A11 System documentation 

A12 Data encryption 

A13 Connection of devices through a Local Area Network (LAN) 

A14 Alarm management separated from the matching process 

A15 Performance monitoring 

A16 System monitoring 

A17 Periodic revision of policies and procedures 

A18 Creation of a record containing the results of the recognition process 

A19 Procedure to let data subjects access their personal information 

A20 Access control mechanism for the Web Services 

A21 Access control mechanisms for the User Interfaces 

A22 Periodic revision of the need for the system 

A23 Document signed by the installer  

A24 Action plan in case of unauthorized access 

A25 Didactic sessions for data subjects 

A26 Provision of "surveillance breaks" 

Table 4: List of artifacts to be implemented 

 

Because of resource reasons, the system will not be fully developed, and only the most important 

components and artifacts that allow to prove the value of the SALT Framework for the design and 

development of this use case will be implemented, while the rest will be just explained in the system 

documentation.  
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3 SALT Framework specialized for biometrics 

The SALT Framework provides guidelines and tools for both biometric and video surveillance 

systems, and there is no need to use a specific framework depending on the type of system. 

That said, it is important to point out that not all the contents stored in the repository can be 

applied for all type of surveillance systems. This is mainly because biometric systems are 

considered more intrusive due to the nature of the data collected, and they are normally 

regulated by specific legislation or recommendations, requiring a more exhaustive assessment 

of the procedures and measures implemented for privacy and data protection. 

Below, the design process defined and the SALT Framework Tools that can be used for 

biometric systems are explained, indicating in each case the particularities of the SALT resource 

for the biometric use case presented in WP6. 

3.1 Design process using the SALT Framework 

After several iterations through the diagram describing the lifecycle of SALT compliant systems, 

we realized that the design process strongly depends on the system development lifecycle used 

by the company producing the system. There is no separation into a design process for 

biometrics and a design process for video surveillance, the most critical element in the 

definition of a design process for a surveillance system is the model followed by the developer 

company (SSP) for the elaboration of their products (e.g. Waterfall, Spiral, V-model, Agile 

models, etc.).  

As the SALT design process to be defined is not intended to change or re-design the 

development models or lifecycles used by a company, we have decided to elaborate a new type 

of diagram that provides a higher level of abstraction to describe the lifecycle of a system that 

follows the SALT paradigm. This new diagram is presented in Figure 2, and shows the different 

stages of any system lifecycle including their goals, examples of tasks that are carried out in 

each stage, that also depend on the way of working of each company, the additional tasks that 

have to be performed to ensure that at the end of the process the system obtained addresses 

the main privacy and accountability concerns (SALT), and the SALT resources available in each 

case (SALT Tools).  
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Figure 2: Lifecycle of SALT compliant systems 

This new diagram shows six well differentiated stages covering the entire life cycle of the 

system, that can be identified somehow in any system lifecycle: 

 Concept stage, in which the stakeholder's problems are analyzed in order to select the 

most suitable solution. The specific context in which the system will be deployed, the 

different requirements and constraints from the organizations involved in the 

development of the system and the potential users are taken into consideration in this 

initial stage. 

In order to integrate privacy and accountability in this stage, it is essential to define 

clearly the purpose of the system and evaluate its proportionality and legitimacy. This 

assessment should be performed by a person with certain legal expertise, but it is also 

important to involve a technical expert in this stage to analyze the viability of the 

possible solutions from a technical point of view. It is not necessary to decide yet all the 

components and mechanisms that will be implemented, but it is important to have at 

least an idea about how the system can be configured and the type of data that will be 

collected and processed, as the collection and processing of data has to comply with the 

existing legislation. 

The SALT Framework provides questionnaires to guide the Privacy Impact Assessment 

and facilitate the evaluation of the need and proportionality of the system. Besides, the 

SALT Repository may include several references providing guidance for this stage of the 

process, and also information of the data protection risks associated to different 

technologies. 

 Design: once the system purpose has been evaluated, it is time to specify the strategy to 

follow to produce the system that will fulfill that purpose. In this stage, the list of system 

requirements, that have been completed with a set of concerns extracted from the PIA, 
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are examined more deeply. Other tasks performed at this stage are the definition of the 

system architecture and the selection of the most appropriate system components and 

technologies. As a result of this phase, a detailed design specification for the system is 

obtained.   

The system design has to be evaluated in order to check if it addresses the main privacy 

and accountability concerns before the development phase, and in case the system 

design does not fulfill a requirement it should be reviewed and changed (if possible). In 

this evaluation at least a person with technical profile is required, but it would also be 

good to involve other type of experts from different fields (socio-ethics, legal, etc.) to 

ensure that the system design takes into account concerns of a different nature. 

Apart from the questionnaires and the SALT references, the SALT Framework provides 

another tool for the validation of system designs that highlights the main privacy and 

accountability concerns filled (and not filled) by a given design. 

 Development: implementation of the system based on the design specification 

elaborated in the previous phase. 

This stage is basically technical, and which is more important here in terms of privacy 

and accountability is to check at the end of the stage the different system components 

behave as expected, particularly the operations related to the collection and processing 

of data.  

The SALT Framework can also provide guidance for this stage in the form of SALT 

References. 

 Deployment: the goal of this stage is to set up the biometric system in the stakeholder's 

environment. This work includes the installation of the system in the target location, its 

configuration and other supporting actions such as user training. At the end of this 

phase, the system is fully operational according to the defined requirements. 

The references stored in the SALT Repository can also provide some guidelines for this 

stage, such as legal requirements that have to be fulfilled before using the system for 

surveillance (e.g. how to install and position the cameras). 

In this stage, at least the stakeholder (DC), the installer and the surveillance service 

provider (SSP) are involved. It is not only important to set up correctly the system in the 

deployment stage, but also to prepare the documentation required (e.g. system 

manuals, privacy policies...), and define the responsibilities and procedures related to 

the processing of the data stored in the system. 

 Operation & maintenance: the system is monitored in terms of performance and 

availability to ensure that it works as expected and that it does not become obsolete. 

Different types of maintenance shall be required to keep the system under appropriate 

conditions (preventive maintenance) or to detect and  repair a system flaw (corrective 

maintenance). 
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The System Operator (SO) and the System Administrator (SA) are normally in charge of 

the operation & maintenance tasks.  

There can also be SALT references in the SALT repository providing guidelines for this 

stage, for example, recommending certain procedures or technical mechanisms to 

facilitate the maintenance of the system taking into account privacy and accountability. 

Operation & maintenance stage of a biometric system 

Although this diagram just provides several examples of tasks that can be performed at the 

different stages, it is important to mention that the stages of the lifecycle are quite similar both for 

video surveillance and biometric systems, except for this stage.  

Biometric systems have two modes of operation: enrolment and matching, and this may require to 

set up additional mechanisms and procedures for maintaining the integrity and accuracy of the 

biometric information stored in the system.  

 Retirement: this is the end of the biometric system life cycle. The system is disposed 

normally due to business decisions (e.g. replacement of legacy systems) or changes of 

the stakeholder needs (e.g. the system is no longer required), and its retirement has to 

be carried out in a controlled manner according to laws and regulations. In the case of 

biometrics, as for any identity management system, it is important to ensure that all 

identity information is completely deleted, or otherwise rendered useless when the 

system is no longer operational. 

A person with technical background should be in charge of the retirement of the 

system, but it would be also good to include somebody with legal background to verify 

that the procedure complies with the current legislation. 

Again, the SALT references can provide guidance to facilitate the retirement of the 

system taking into account privacy and accountability. 

We haven't considered Testing as a stage itself, as several tests can be conducted during the 

lifecycle of a system for the evaluation of its performance (e.g. technology testing, scenario 

testing or operational testing). In this diagram the testing operations are included as tasks 

carried out in specific stages. 

Taking into account the stages described, we have defined the lifecycle model used normally by 

Visual Tools for its systems and products, where iteration and recursion is possible on the main 

paths: 
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Figure 3: Common lifecycle of Visual Tools' systems 

As Visual Tools is the Surveillance Service Provider (SSP) in this case, this development lifecycle 

(Figure 3) is the one used to implement the biometric system required for the detection of 

unauthorized accesses in the Visual Tools' premises. 

Applying the SALT approach, the lifecycle read as follows: 

 

Figure 4: Lifecycle of Visual Tools' systems applying the SALT methodology 
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As shown in the previous figures, the SALT approach add specific requirements to take into 

account privacy and accountability in the different stages of the development process. 

Furthermore, it requires to carry out different evaluations and revisions at the end of the stages 

to ensure that the system addresses the SALT concerns during all its lifecycle. 

3.2 SALT Framework Tools 

In this section, the SALT Framework Tools that can be used for the development of biometric 

systems are explained. 

3.2.1 Questionnaire for biometrics 

As explained in D6.2, under WP2 several questionnaires have been developed to provide 

guidance at the first stages of a system, where the concept is evaluated and the system is 

designed. Most of the questions are addressed to users with legal background, but there are 

also sets of questions for which certain technical expertise is required. Thus, we think that is 

necessary to involve legal and technical people for answering the questionnaires (e.g. System 

Proposer & System Designer), and also several iterations through the questions may be 

required. 

In the particular case of biometric systems, the different groups of questions that can be used 

for their evaluation are presented in the form of one specific questionnaire that allows to 

identify the most important concerns on privacy and accountability at an early enough stage to 

make the right design choices. This questionnaire can be found in the SALT Repository under 

the section "Questionnaires". 

The version of the questionnaire used for the assessment of this use case was included in 

deliverable D6.2 in the section Appendix A: SALT questionnaire for biometrics. 

 

Figure 5: Biometric-based Surveillance System Questionnaire (I) 
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Figure 6: Biometric-based Surveillance System Questionnaire (II) 

 

Figure 7: Biometric-based Surveillance System Questionnaire (III) 

Once the questionnaire is completed, the SALT Framework will provide a report including the 

responses provided, and thus an evidence of the reasoning followed to assess the concept of 

the system and the implementation selected. This report generation functionality is still under 

development, and will be finished during the last semester of the project. 
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3.2.2 References & Taxonomies 

The knowledge in the SALT Repository is stored in the form of SALT references, as explained in 

D6.2. Each of these references contains information regarding one or several privacy and/or 

accountability concerns. It is important to remark that since SALT references are created by 

experts, their content fully depends on them. 

On the other hand, it is possible to create taxonomies in the SALT Repository that help the SALT 

Framework users to understand the concepts included in the SALT references.  

Both resources are explained in the following sub-sections. 

3.2.2.1 Reference template 

This is the template used for the creation of references in the SALT Repository, that is aligned 

with the work in other work packages of this project (WP2 to WP5): 

Field Type Description 

Reference name Mandatory Name that serves to identify the reference, that should be as descriptive as 

possible. In case the references correspond to a law, an article, a report or any 

other official document, the name should be the title of that document. 

In case the original language of the reference is not English, the name should 

be indicated in two languages: English and the original language, both included 

in this field, and separated for example by an hyphen. 

Example: 

Organic Law 15/1999 on the Protection of Personal Data - Ley Orgánica 

15/1999 de Protección de Datos de Carácter Personal 

Original language Mandatory Original language of the reference (this is intended to support another 

language apart from English, thus users may be aware of potential translation 

inaccuracies). 

Abstract Optional Brief summary of the contents of the reference (~ 100 words maximum) 

In case the original language of the reference is not English, the «Abstract» 

must be in two languages: English and its original language. They will appear in 

two separate text boxes (they can be different fields). 

Link to source Optional Link to the source of information in the original language 

Link to translation Optional Link to the source of information translated to English 

Official translation Optional [Yes, No] 

This field indicates whether the translation provided is official or not (thus 

users may be aware of potential translation inaccuracies). 

System type Mandatory The system type to which the reference applies. 

Possible values: Video surveillance systems / Biometric systems / All systems 

Geographical Mandatory A first layer of context information, which will define the territorial scope of 
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Scope application.  

The SALT Framework Tool for the creation of references will provide a drop 

down list containing a set of predefined countries (by now, all the European 

countries and also the option "European Union" to cover all them). 

There is also the option "Any" for the cases where this information is not 

relevant for the reference (e.g. technical information). 

Context Optional Additional layers of information based on the criteria used to define the 

material scope of application of the reference (e.g. specific cases/conditions 

where the reference is applicable). 

Version Mandatory Version of the reference in the format vA.B.  

By default this field has the value: v0.1 

Keywords Optional List of words or terms, separated by commas, that serve to highlight the most 

relevant aspects of the reference 

Creator Automatic Person responsible for the creation of the reference in the SALT Repository 

(automatically filled by the SF Tool) 

Last update Automatic Date and time of the last reference update (automatically filled by the SF Tool) 

List of concerns (privacy and accountability related concerns for surveillance systems) 

Concern ID Automatic Unique Identifier for the concern (generated automatically by the SF Tool) 

Name Mandatory Title for the concern, which should give a brief idea of the contents or aspects 

covered by the concern. 

The concern should be some concrete information or aspect in the source text 

that is related to privacy/accountability and that can be relevant for 

surveillance systems. A text would probably include more than one concern. 

In case the original language of the reference is not English, the name of the 

concern should also be indicated in two languages: English and the original 

language, both included in this field, and separated for example by an hyphen. 

Example: Duty to inform - Deber de informar 

Additional 

information 

Optional Extra information that helps readers find the concern in the source text. 

Description Mandatory A textual description of each concern, thus anyone accessing the SALT 

reference can understand what the concern is about. It can contain a reference 

to a source with more detailed information regarding the concern: an internet 

URL (Uniform Resource Locator), a journal, a book chapter, etc. 

Category Mandatory Category of the concern, that can be one or several among this options: Legal, 

Socio-Ethical, Technical. 

SALT Topics Optional SALT legal topics addressed by the concern, that are based on the 95/46/EC 

Directive and that are intended to ease legal analysis and legal compliance 

checks. 

The list of defined SALT legal topics, and its mapping with the privacy principles 
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indicated in ISO Standard 29100, is available in Table 6 

Stage Optional Stage or stages of the SALT Process in which this concern applies.  

These are the stages defined and their goals: 

 concept (intention): selection of the most suitable solution to solve the 
stakeholder’s problem; 

 design: elaboration of the system design according to the different 
requirements; 

 development: implementation of the system based on the defined 
specification; 

 deployment: set up the system in the stakeholder's environment; 

 operation & maintenance: use the system and ensure its correct 
functioning to satisfy stakeholder’s needs; 

 retirement: shut down the system in a controlled manner. 

Keywords Optional List of words or terms, separated by commas, that serve to highlight the most 

relevant aspects of the concern. 

Guidelines Optional Any guidance on how to include the concern in the stage of the system 

lifecycle in which the concern applies. This could be a concrete artifact or 

solution, a strategy or procedure, or just any tip about how to take this 

concern into consideration.  

OCL Rules Optional One or several OCL rules that allow to verify that the system addresses the 

concern. The OCL expert needs to fully understand the meaning of the 

privacy/accountability concern for which the OCL rules are created. These rules 

will be used for the automated (or human assisted) validation of the concern it 

relates to, once its corresponding solution provided by the SALT reference has 

been implemented in the system design.  

OCL rules are only available for the design stage (in parallel with the UML 

profile). 

Table 5: Template for the SALT References 

SALT legal topic ISO principle 

Definitions Terms and definitions, Actors and roles, recognizing PII 

Fairness n/a 

Legal basis Consent and choice; purpose legitimacy and specification 

Purpose specification Purpose legitimacy and specification 

Data minimization Collection limitation 

Data Quality Accuracy and quality 

Data retention Use, retention and disclosure limitation 

Proportionality n/a 

Further use limitation Data minimization; use, retention and disclosure limitation 

Authorised disclosure Data minimization 

Sensitive data  

Data Subjects’ rights Individual participation and access 



PARIS Deliverable 6.3 v1.0 

17/07/2015 SEC - 312504 27 

Data security Information security ; privacy compliance 

Accountability Accountability 

Transparency Consent and choice; purpose legitimacy and specification;  openness, 

transparency and notice 

Data protection risks Privacy compliance 

Table 6: Mapping of ISO principles and SALT legal topics 

3.2.2.2 Reference list for WP6 use case 

These are the main SALT References that have been used for the development of the biometric 

use case presented in WP6: 

Id Reference Type(s) 

WP6_REF_1 European Data Protection Directive 95/46/EC  [1]: the Directive forms the legal 

framework for the processing of personal data, that has been transposed in all 

EU Member States. 

Legal 

WP6_REF_2 The General Data Protection Regulation [2]: on the 25
th

 January 2012, the 

European Commission proposed a new legislative text that would repeal the 

95/46/EC Directive.  

Legal 

WP6_REF_3 Spanish Organic Law 15/1999 on the Protection of Personal Data [5]: 

Legislative act transposing the 95/46/EC Directive.  

Legal 

WP6_REF_4 The Regulation developing the Data Protection Act 15/1999 of 13th of 

December [6], approved by Royal Decree 1720/2007 of 21st of December. 

Legal 

WP6_REF_5 Instruction 1/2006 of 8th of November of the Spanish Data Protection Agency 

on the processing of personal data for surveillance purposes by means of 

camera or video camera systems [7]. 

Legal 

WP6_REF_6 The "Guide on Video Surveillance" [8] developed by the Spanish Data 

Protection Agency providing practical criteria and directions for the application 

of the mentioned Spanish legislation to video surveillance systems. 

Legal 

WP6_REF_7 "End-to-end Privacy Accountability: Systematic Analysis of the General Data 

Protection Regulation Draft", elaborated by Inria [9]. 

Legal, 

Technical 

WP6_REF_8 Article 29 Data Protection Working Party, Opinion 3/2012 on developments in 

biometric technologies [10]. 

Legal, 

Technical 

WP6_REF_9 "Privacy by Design Solutions for Biometric One-to-Many Identification 

Systems" elaborated by the Information and Privacy Commissioner of Ontario 

[11]. 

Technical 

WP6_REF_10 Julian Ashbourn, Biometrics Constitution. Guidelines for implementing 

biometric technology systems, v.1.30. Date Published: July 32, 2013. 

Socio-ethical 

WP6_REF_11 “Picturing Algorithmic Surveillance: the Politics of Facial Recognition Systems” 

[3]. 

Socio-ethical 

WP6_REF_12 "Seven Types of Privacy" [4]. Socio-ethical 

Table 7: SALT References used in the biometrics use case based on bodyprints 

These references have been uploaded to the SALT Repository, and they are also described in 

the document PARIS_WP6_Use_Case-SALT_References. 
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3.2.2.3 Taxonomies 

The goal of the taxonomies provided by the SALT Framework is to explain certain concepts 

related not only to privacy and accountability, but also to surveillance systems, in order to 

clarify the contents of the SALT References and to help understand when a given reference can 

be applied. Thus, taxonomies can be considered as sets of dictionaries containing terminology 

and definitions that are of importance in the development of surveillance systems under the 

SALT paradigm. 

Taxonomies can be used at any moment independently from the stage of the development 

lifecycle of a system. They can be consulted just to learn about the existing terminology or 

concepts in a certain domain, or they can be used to understand better the contents of a SALT 

reference that can be applied to any of the stages of the lifecycle.  

For biometric systems, these are the sources of information that have been identified so far for 

the extraction of taxonomies: 

 ISO/IEC 2382:2015 [12], that provides a systematic description of the main concepts 
related to biometrics in order to clarify the use of terms in this subject field. 

 European Data Protection Directive 95/46/EC  [1], that is one of the SALT references 
that can be applied to the WP6 use case, and that contains definitions related to the 
processing of personal data (e.g. definition of data subject). 

 Article 29 Data Protection Working Party, Opinion 3/2012 on developments in biometric 

technologies [10], that has also been included as a reference for the WP6 use case, and 
that contains definitions of terms related to biometrics (e.g. definition of biometric 
system). 

 Deliverable 2.1 of the PARIS project, in which several concepts for biometrics are 
explained, including the main existing biometric technologies. 

The different taxonomies stored in the SALT Repository can be consulted in the section 

"Taxonomies". As an example, Figure 8 shows the view of the taxonomy created for the last 

source of information mentioned. 
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Figure 8: Example of taxonomy for biometric systems 

3.2.3 Design validation tool 

This section describes the design validation tool, initially called PAERIS (PrivAcy-by-design 

EngineeRIng aSsistant), from its usage point of view, i. e. how a user can make use of it and 

what behaviours and outputs are expected. A deeper insight of this tool is beyond the objective 

of this deliverable, since more detailed descriptions and implementations of the tools belong to 

Work Package 3, thus this information will be released in the next to come deliverable D3.4 

(Guidelines for SALT Framework Management Tool). 

The functioning mechanisms of the PAERIS tool are mainly transparent for users, typically 

system designers, since its use is limited to the design phase of the process. If the SALT 

methodology proposed by the PARIS project is followed, when creating a design for a given 

surveillance system, designers will use an UML profile specifically created to help them 

accomplish privacy and accountability constraints, together with functional requirements. The 

final output of this phase is an UML model of the system design (we call it a SALT compliant 

system design because the SALT methodology has been used for it to be obtained). 

While using the UML profile, designers will access the SALT repository searching for the 

appropriate SALT references that may be applicable to the system under development. These 

references provide a series of concerns to be taken into account, which can be related to socio-

ethical, legal or technological areas. Such concerns show a description to designers for them to 
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know what constraints and why have to be fulfilled, but not only that. A set of guidelines 

describing possible ways to address such concerns is also available. These guidelines refer to 

UML artefacts and relations to be applied to the system design. It is obvious that there may be 

many possible implementations for each particular concern, which prevents from storing all of 

them (hundreds if not thousands). At least, thanks to these guidelines, designers can rely on 

one provided solution. 

And here is when we start talking about the automatic validation. Together with the proposed 

guidelines, SALT references also offer a list of OCL rules. These rules are a formal way of 

describing the guidelines, which allows for an automatic validation in case the designer chooses 

to implement the solution suggested by the guidelines. Of course, if a designer implements 

another solution of his own, or if a given concern is not taken into account at all, then the 

automatic validation cannot be performed. Besides, it is also remarkable the fact that some 

concerns may not have OCL rules, which may happen sometimes due to the generality, 

ambiguity and wide field of application of some concerns, especially regarding socio-ethical and 

legal concerns. In such cases, the UML profile will continue aiding in the task of creating the 

system design, although the automatic validation will not be available (just for the afore 

mentioned concerns). 

However, in general circumstances the SALT repository will provide full SALT references, whose 

concerns have guidelines and OCL rules. Then, how does the automatic validator help a system 

designer in these cases? As it has been previously stated, system designers access the SALT 

repository while using the UML profile. In this step, they retrieve the SALT references relevant 

to their systems, thus they have access to privacy and accountability concerns and also to 

guidelines for their implementation. They do not have to care about the OCL rules (in fact, the 

will commonly not be familiar with OCL language). However, in a background parallel 

procedure, the automatic validator will retrieve the OCL rules of the selected SALT references 

and will start to constantly check whether they are fulfilled by the current system design or not, 

showing an alert message for the last case. The criticality of this alert will depend on the type of 

concern, showing an error for those who are mandatory or just a warning (or info) for the rest. 

We can see this type of validation like and on-the-fly checking, since the automatic validator 

continuously checks the UML model looking for inconsistencies with the stored OCL rules (in a 

similar way to nowadays software compilers, which show possible errors at the same time the 

software programmer is typing the code). In this way, system designers are always aware about 

those concerns that still need attention. Of course, the user can always deactivate the alert 

messages for those concerns whose guidelines have not been deliberately followed, avoiding 

the constant error/warning messages. 

But the functionality of the automatic validator does not end here. As it is derived from this 

description, the behaviour of the validator is driven by the OCL rules. This means that we can 

enrich such rules in a way that allows for further functionality apart from the design checking. 

In particular, we can have the added value of a report generation. Yes, at the end of the 

validation process we can also have some documentation with important information regarding 
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the newly created system design. The type of information will depend on each OCL rule, which 

in turn depends on the type of concern. Because of this, we can have very specific information 

regarding a concern and how its solution has been addressed in the UML model, but we can 

also have information indicating what parts of the system design have to be checked in order to 

verify a given concern. This comes very handy for those cases where an automatic validation is 

not possible and the presence of an external (human) auditor is required. The generated report 

will aid this auditor, telling him where and what to look for checking a given concern 

compliance. 

The inclusion of concerns descriptions inside the report can also be considered, though this 

issue is still under consideration by the project partners due to the appearance of such 

information in the SALT references (i. e., the report would have redundant information, but it 

would avoid looking to SALT references). Figure 9 illustrates the relation of the automatic 

validator with the rest of elements. We can also appreciate how the automatic validator does 

not directly interact with the system designer, but it is limited to alerts delivery to the UML 

profile, which is the element the system designer interacts with. 

 

Figure 9: Interactions with the automatic validator 

At this stage of the PARIS project, the automatic validator is still under development: OCL rules 

are locally stored within the UML profile, which allows for the creation of the rules and also 

testing whether the tool properly checks them or not. The connection between the automatic 

validator and the SALT repository (thus OCL rules can be retrieved from SALT references) is not 

yet implemented. This last functionality is planned to be finished in the next reporting period. 
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4 Use Case I: Designing the system 

The goal of this use case is the demonstration of how the SALT Framework can be used to 

elaborate the design of a biometric system that takes into account privacy and accountability 

from socio-ethical, legal and technical perspectives. 

This use case covers the first stages of the system lifecycle, from the concept phase, where the 

problems of the stakeholder are analysed and the purpose of the system is defined, until the 

end of the design stage. As a result of this use case, a system design that addresses the SALT 

concerns is obtained. 

 

Figure 10: Stages of the system lifecycle covered by Use Case I 

The specific process followed to design the biometric system developed in WP6 is described in 

this section. 

4.1 Concept stage 

In this first phase, the problems of the stakeholder are analyzed in order to select the most 

suitable solution. The concept or intention phase covers the Concept stage, the initial collection 

of requirements that impose a set of constraints for the system to be designed, and the 

evaluation of the proportionality and legitimacy of the proposed solution. 

4.1.1 Concept stage 

This use case starts with the stakeholder company (Visual Tools) requiring a solution to protect 

the material stored in the office located in Madrid during the night period. As this company will 

be the one using the system once deployed, it has the role of the Data Controller. 

To deal with this problem, the stakeholder entrusts the task of finding a solution that meets 

their needs to the System Proposer, that in this case is an engineer, currently employed in 

Visual Tools, experienced in the design of surveillance solutions, with a certain degree of legal 

knowledge and practical expertise in the deployment of surveillance systems. 

Identification and analysis of stakeholder's needs 

The first task of the System Proposer is the identification of the stakeholder's needs and the 

collection of requirements and constraints for a possible solution. This is an iterative process, as 

several interviews with the stakeholder are normally required to obtain all the information 

needed and to evaluate the viability and adequacy of the possible solutions. 
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In a first iteration, the System Proposer obtained the following requirements from the Data 

Controller: 

Goal  Surveillance of the office during the night period (from 9PM to 7AM). 

Location 
 Visual Tools' office in Madrid (Spain), thus the system shall comply with the Spanish 

legislation for surveillance systems in private spaces. 

Others 

 Valuable hardware equipment and software applications subject to intellectual rights 
protection are stored in many places throughout the office (not just in one 
storeroom).  

 During the night period, there are maintenance employees working at the office. They 
wear uniforms and have their own front door key. 

 The office already has a PIR alarm system installed but it has to be switched off at 
night while the maintenance employees are working to avoid false alarms. 

 False alarms can cost a lot of money in fees, so the number of false alarms should be 
reduced as much as possible. 

 The office also has a video surveillance system installed but it is very difficult for 
system operators to monitor or review many hours of video from multiple cameras 
and react quickly to an incident. 

 The solution shall make use of the existing infrastructure whenever possible. 

 Low cost 

 Privacy-aware solution 

Table 8: Summary of the initial requirements from the stakeholder 

Taking into account this initial set of requirements, the System Proposer drafts one or several 

proposals for a solution, including at least an idea of the technologies that can be used and of 

the system architecture in each case. 

In this case, the System Proposer evaluated the following solutions:  

 Hire a security guard to monitor the offices during the night period (non-technical 

solution); 

 An access control system located at the front door based on ID cards; 

 System based on biometrics, allowing to detect automatically any person entering the 

office. 

Collection of requirements from the SALT Framework 

With all this information in mind, the System Proposer makes use of the SALT Framework Tools 

to complete the list of requirements with a set of privacy and accountability concerns for the 

use case. 

Using the SALT Framework, it is possible to consult the main recommendations in terms of 

privacy and accountability that can be applied to the use case in the form of SALT References.   

Mainly, at this initial stage, legal references are consulted in order to obtain legal requirements 

that have to be applied to the use case. In this case, the System Proposer started looking for 

legal references that can be applied to a system deployed in Spain, therefore the first 

references consulted where extracted from the Spanish legal framework (WP6_REF_3-6). 

Examples of requirements extracted from this references can be found in Table 1 (e.g. 

REQ_LEG_*, REQ_VSS_*).  
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Figure 11: SALT Repository - Searching references from the Spanish legal framework 

Technical references could also be looked up to get information about the available 

technologies that can be used and the data protection risks associated to each of them, such as 

WP6_REF_8 that includes concerns about the use of biometric technologies, or WP6_REF_5-6 

that are specific for video surveillance. This information can help the System Proposer in the 

process of selection of the most suitable solution to solve the stakeholder's problems. 
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Figure 12: SALT Repository - Example of SALT References applicable to biometrics 

Analysis of possible solutions and viability 

Once the requirements are clear, it is time to analyze the available solutions in terms of 

viability. For this task, given a set of solutions to the stakeholder problem, the selection of the 

most suitable approach is normally based on the performance expected from the system, the 

ease of use, the user acceptance, the security level required and other type of non-technical 

constraints that have been already explained in D6.1 (section 2.1.4.2 Selection of biometric 

technologies). 

In this particular case, these are the main factors that have been considered: 
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 Cost of the solution: 

The stakeholder requires a solution at the lowest possible cost. In the case of hiring one 

or two security guards five days a week for the night period, to monitor all the cameras 

and to carry out several patrols, the cost is too expensive for the company in the long 

run. 

 Environmental constraints: 

The characteristics of the Visual Tools premises in Madrid imply several limitations. For 

example, the building has two entrances from the street, which complicates the 

implementation of a typical access control system.  

Besides, the company offices are spread through 3 floors with a total area of 1000 m2. 

The current video surveillance system cannot capture all area and it is limited, because 

the cameras on the ground floor are positioned in a way they do not capture the street 

view which is visible through glass windows, thus an incident could happen without 

being captured by the cameras. 

Finally, as there are going to be maintenance employees working during the night 

period, it is important to define a solution that is not affected by this, avoiding the 

generation of false alarms produced by the access or movement of the people that is 

expected to be working at the office at night. 

 Ease of integration with current procedures and operations: 

The solution should adjust as much as possible to the operations already carried out to 

monitor the office. Right now, there are system operators in charge of monitoring 

remotely the office and verifying any alarm fired by the PIR system before reporting any 

incident to the local authorities. On the one hand, the selected solution should facilitate 

as much as possible the tasks of detection of unauthorized accesses and the discard of 

false alarms. On the other hand, the new system can take advantage of the existence of 

a human verification to accept a lower system accuracy. 

Considering all the factors, the most suitable solution should be able to detect any person 

accessing the office, and to send an alert to the system operator only when that person is not 

allowed to be there during the night period. This is why the System Proposer presented a 

solution combining detection and matching of people against a database of authorized 

personnel. This can be achieved through the use of biometric technologies that allow to identify 

the people accessing to the office.  

Normally, the System Proposer is responsible for evaluating several solutions and technologies 

from different service providers in order to select the best option at the right cost, but this case 

is different, as the stakeholder company is also a provider of solutions for surveillance. In this 

case, the System Proposer evaluates the use of the biometric algorithms developed by the 

stakeholder company: an algorithm for face recognition and an algorithm to extract bodyprints. 

As the bodyprints are apparently more privacy-friendly, as they do not reveal by themselves 

any personal information, the System Proposer prefers that option. 
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Although the bodyprints technology is quite new, the results of the algorithm tests showed a 

good performance for the recognition of people wearing uniforms under conditions similar to 

the scenario where the system will be deployed.  

A bodyprints system is similar to other video surveillance systems, as it uses cameras to capture 

information from data subjects, the only difference is that it has the capability of extracting 

biometric features of an individual from the images collected. These features, stored in the 

form of biometric templates or bodyprints, are sufficiently distinctive to discriminate people, 

even with similar clothes. In this type of system, no interaction from data subjects is required, 

and the system can be configured to send alerts to the operators monitoring the office 

remotely, which fits perfectly with the current surveillance operations carried out at the office.  

This makes the solution based on bodyprints, by now, a suitable approach. 

4.1.2 Definition of purpose and initial evaluation 

After understanding the customer needs, the System Proposer uses the SALT Framework to 

assess the solution drafted.  

As the solution is based on biometric technologies, the bodyprints, the System Proposer can use 

the questionnaire for biometrics included in the framework. The questionnaire, for this Concept 

phase, allows to evaluate the opportunity of the system in terms of legitimacy and 

proportionality. In addition, the questions addressed to the design of the system, can be also 

reviewed at this initial stage to identify the privacy risks associated to the different approaches, 

which can be useful to reconsider the solution selected. 

Purpose definition 

First of all, it is required to define the purpose of the system, for which it is necessary to analyze 

in depth the stakeholder's needs and the concrete problems that have to be solved, starting 

with the most relevant. 

Taking into account all the information provided by the stakeholder, we can state that the main 

purpose of the system is theft prevention at the office. Moreover, the system should cover 

other secondary uses: facilitate the work of system operators and collect evidences in case of 

intrusion for law enforcement. 
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Figure 13: SALT Repository - Questionnaire for biometrics: purpose definition 

The purpose definition is addressed in requirements REQ_QUE_1, REQ_LEG_1 and REQ_ACC_1. 

Legitimacy 

The questionnaire points out that the European Data Protection Directive 95/46 requires that 

biometric data (and other kind of personal data) may be collected and processed only under a 

limited and exhaustive list of circumstances that delineate the legitimate grounds for the 

processing of personal data. To justify the legitimacy of the system, the questionnaire provides 

three options of legal ground in which the system shall rely in order to be valid. 
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Figure 14: SALT Repository - Questionnaire for biometrics: legitimacy (I) 

 

Figure 15: SALT Repository - Questionnaire for biometrics: legitimacy (II) 
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In the scenario described in this document, the Data Controller (Visual Tools) wants to improve 

the existing security mechanisms implemented in the office, as they have proved to be 

insufficient, because some material has disappeared during the night period without anyone 

noticing and without firing any alarm. Taking into account the solution provided by the System 

Proposer, the processing of biometric data is required to prevent thefts at the office, controlling 

who accesses for the security of property. Therefore, in this case the Data Controller invokes its 

"legitimate interests".  

As explained in this section, the System Proposer has also considered other solutions, even non-

technical solutions such as hiring security guards, but they have all been discarded because 

they do not solve completely the problem or do not comply with the main stakeholder's 

requirements (e.g. budget). 

The legitimacy of the system is addressed in requirements REQ_QUE_2, REQ_LEG_1 and 

REQ_ACC_1. 

Proportionality 

The questionnaire also stresses the importance of justifying the necessity and suitability of the 

system and the selected technologies for the defined purpose. This is not only a requirement of 

the European Data Protection Directive 95/46/EC, but also a requirement of the Spanish 

legislation, which is particularly critical when processing biometric data: a project based on 

biometrics can be disapproved by the Data Protection Authorities if it doesn't provide a fair 

balance of its purposes in terms of proportionality and beneficence. 

 

Figure 16: SALT Repository - Questionnaire for biometrics: proportionality 
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In the scenario described in this document, it has been proved that the existing system has not 

been effective enough to protect the goods stored at the office, so an improvement in the 

security system is required to detect any unauthorized access without interfering with the tasks 

of the maintenance employees. After reviewing other existing options, even non-technological 

options, the proposed biometric system seems the most adequate solution considering the 

good results provided by the bodyprints algorithm in the re-identification of people wearing 

uniforms in conditions similar to the Visual Tools’ premises, and all the stakeholder 

requirements. 

The proportionality of the system purpose is addressed in requirements REQ_QUE_3, REQ_LEG_1 

and REQ_ACC_1. 

Other questions applicable to the Concept stage 

In the Concept stage, it is also advisable to review the questions addressed to the design stage 

to have in mind the main privacy and accountability concerns related to the technologies 

selected and to the design decisions that can be taken during the viability analysis. 

 

Figure 17: SALT Repository - Questionnaire for biometrics: designing the system (I) 
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Figure 18: SALT Repository - Questionnaire for biometrics: designing the system (II) 

These are some of the privacy and accountability issues considered of particular relevance by 

the System Proposer for the use case at this initial stage, before the elaboration of the system 

design: 

 Level of risk associated to the type of recognition process performed in terms of privacy 

(identification,  verification or categorization). 

 Need to analyze the data protection risks associated to the technologies selected, 

especially taking into account the risks related to identity theft, the misuse of data and 

the consequences of an error in the matching process. 

 Need to involve data subjects in the enrolment and matching processes whenever 

possible. 

 Whenever it is permitted to process biometric data, it is preferred to avoid the 

centralized storage of the personal biometric information.  

At the end of the Concept Stage, the main technologies to use are selected, and the System 

Proposer has a general idea about how the solution can be implemented taking privacy and 

accountability into account. With this idea, the System Proposer elaborates the requirements 

specification for the system. 
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At this initial stage of the development process, the questionnaire for biometrics is used as an 

artifact to perform a privacy impact assessment of the different solutions being considered to 

solve the stakeholder's problem. 

Artifacts used 

A1 SALT Framework questionnaire for biometrics 

Table 9: Artifacts used at the Concept stage 

Although it is not included in the list of artifacts, it is also recommended to consult the 

stakeholders and the data subjects potentially targeted by the system whenever possible to get 

feedback about how intrusive they perceive the different solutions. In this case, this 

consultation was not carried out at this initial stage, but we plan to get feedback from data 

subjects (Visual Tools' employees) during the deployment stage. 

4.2 Elaborating the system design 

The design of the system is delegated to an engineer, or a team of engineers, that takes the 

role of the System Designer. In this case, the System Designer is an employee of the Surveillance 

Service Provider (Visual Tools). 

System Designers may have at least an overall idea of the implementation of the system, and 

normally the technologies used for the creation of the different system components are 

selected during the development phase. Therefore, the system specification elaborated during 

this stage should include as much information as possible about the hardware/software to use, 

the system architecture, programming languages, communication technologies, security 

mechanisms, etc. Besides, the specification should also describe the main procedures required 

for the interaction of the different users with the system. 

The following sections describe the process followed to obtain a system design addressing the 

main privacy and accountability concerns for this particular use case. 

4.2.1 Design stage 

The System Designer elaborates a design of the system following the specification given by the 

System Proposer and the business constraints imposed by the Surveillance Service Provider. This 

process can be iterative, as new issues and requirements can arise during the design process. 

Initial system design 

In a first attempt to draft the system, this was the design elaborated: 
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Figure 19: Initial system design 

The system is basically composed of three components: depth cameras that capture RGB and 

spatial information, video processing units (VPU) processing that information and obtaining the 

bodyprints for each person detected, and a re-identification server comparing the bodyprints 

against a database of authorized people in order to detect intrusions. This first draft of the 

system architecture was already detailed in deliverable D6.1. 

Consulting the SALT Repository 

In order to evaluate the privacy concerns associated to the design drafted, the System Designer 

can consult the SALT Framework, that provides recommendations and guidelines also from a 

technical perspective in the form of SALT References.  
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Figure 20: SALT Repository - Example of technical reference applicable to biometrics 

In particular, references WP6_REF_7-9 were consulted by the System Designer and considered 

to take the following design decisions: 

 Data storage: Although WP6_REF_8 recommends to use distributed storage for the 

biometric information, in cases like this where it is required to perform one-to-many 

comparisons for the identification of data subjects the use of a centralized database is 

necessary. To protect privacy in this type of systems, WP6_REF_9 recommends to store 

the data containing personal information separately from the database of biometric 

templates. Considering this, the System Designer decided that it was better to store the 

key frames  separately from the bodyprints and just link the information using 

alphanumeric identifiers. A key frame, as explained in D6.2, is just an image extracted 

from the video used to get the bodyprint that serves as a reference to check to whom 

the bodyprint belongs, and as it can be used to identify a person accessing the office, it 

should be properly protected. 
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 Separate the matching process from the alarm management: also WP6_REF_9 

recommends to separate the "Service Provider" application displaying the results to end 

users (in this case the System Operator) from the components performing the matching 

and the database of biometric templates. Thus, the System Designer decided to limit the 

tasks performed by the RIS to the collection and comparison of bodyprints, and create a 

new component to show the results to the System Operator, which is the RMS. This 

way, the end user (System Operator) does not have access to the devices storing the 

biometric data.  

 Encryption of bodyprints: Both WP6_REF_8 and WP6_REF_9 advise to protect the 

biometric templates as a measure to prevent the misuse of the biometric information. 

Even in cases where it is not possible to retrieve the raw biometric data from the 

template, if there are risks of theft or misuse of the biometric templates, these should 

be properly protected. Thus, the bodyprints composing the APDB should be stored in an 

encrypted form. Although the mentioned references recommend the technique of 

biometric encryption, the System Designer decided to protect the whole bodyprint using 

AES encryption, that provides sufficient security and it is easier to implement and faster 

to process. 

 Control of unattended operations: for data collection, usage and storage accountability, 

WP6_REF_7 recommends to register evidences about data handling in the form of 

system logs. Although the use of logs was already foreseen, the reference made the 

System Designer refine the information that should be included in the different logs and 

the process and operations to be traced. The reference also proposes to use log 

analyzers that can automatically verify the compliance of the system operation with the 

privacy policies defined, however, the System Designer decided to perform this task 

manually if necessary due to resource restrictions. 

 Access control mechanisms: in order to register who has access to the information 

stored in the system (WP6_REF_7), the main resources of each component implement 

access control mechanisms (e.g. interfaces, web services, databases). Besides, these 

user profiles were defined at the design stage with different permissions to access the 

system resources: 

User Profile Permissions 

System Administrator Access to all the information stored in the system 

Access to all the system applications (configuration, enrolment, etc.) 

System Operator Limited access to the information stored in the system (alarms) 

Access only to the Surveillance User Interface (alarms) 

Supervisor Access to the information stored in the system related to an incident (access 
authorized and supervised by the System Administrator) 

Data Subject Access only to his/her personal information stored in the system (access 
authorized and supervised by the System Administrator) 
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Table 10: User Profiles defined 

Every component (VPU, RIS & RMS) include an administrator panel that can be used by 

the System Administrator to create system users with different profiles and authorize 

access (or not) to the different interfaces and resources. 

 
Figure 21: Administration panel: Login 

 

Figure 22: Administration panel: User management (I) 
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Figure 23: Administration panel: User management (II) 

 Automated data erasure mechanisms: the System Designer, according to WP6_REF_8, 

added to the different components mechanisms for the automatic erasure of the 

bodyprints stored in the system once they are no longer necessary. 

Design refinement 

After several revisions, and taking into account the information obtained from the SALT 

References, the system was slightly modified. In the latest version, the system designed is 

comprised of the following components: 

 

Figure 24: System overview 

 Depth Cameras (DCAM): Providing RGB and spatial information of the area under 

surveillance.  
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 Video Processing Unit (VPU). This device is continuously analyzing the images from the 

depth cameras connected to it to extract the bodyprints of the people appearing in the 

scene. For each depth camera used, a VPU is required. 

 Re-Identification Server (RIS), which periodically requests the new bodyprints from 

each VPU unit installed in the system. Anytime a new bodyprint is obtained, the RIS 

performs the matching with the template database. The results are temporary stored in 

the RIS and copied to a directory of the RMS. This server does not have connection to 

the Internet.  

 Results Management Server (RMS), which is responsible for managing the alarms and 

displaying the results to the system operator through a Web UI accessible from a 

remote location. 

 Authorized People Database (APDB): template database containing the bodyprints of 

the people that are authorized to be inside the office at the defined period. 

 Results Database (RDB): database containing the results of the matching process and 

the alarms generated. 

 Surveillance User Interface (SUI): Web user interface displaying the results of the 

recognition process and allowing to validate or discard the alarms generated. This tool 

also provides system information for maintenance purposes. 

Design specification 

As a result of this stage, the specification of the system design is obtained. This specification 

includes technical information, such as the functional architecture of each component 

(modules, utilities, etc.) or the main technologies to use in the system implementation, and also 

the procedures that have to be carried out in order to use the system and fulfill the 

requirements collected. 

System architecture 

Regarding the system architecture, this was the main information provided in the system 

specification: 

1. Video Processing Unit 

These are the modules composing the VPU: 
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Figure 25: Modules of the Video Processing Unit 

Module Description 

Image server Set of programs allowing to capture data from the depth cameras for 
enrolment or detection. 

Calibration User Interface Setup assistant facilitating the calibration of the depth cameras. This 
interface can be used in the deployment stage and also during the 
maintenance stage. 

Capture User Interface Application that allows to record video sequences for the enrolment of 
people in the system. 

Bodyprint Analyzer This module processes the RGB and depth information captured by the 
cameras. 

Enrolment User Interface Application in form of wizard that facilitates the enrolment of people in 
the system database (enrolment mode). 

Analyzer User Interface Program that allows to start the processing of data for detection 
(detection mode). This program launches the Bodyprint Analyzer, the 
Web Server that enables the REST API, and the processes performing the 
different system monitoring and maintenance tasks in the VPU. 

System Utilities: 

Data Compression 

Module allowing to compact data files and folders in a compressed file. It 
is used to optimize the storage of bodyprints, as well as their transmission 
to the Re-Identification Server. 

System Utilities: 

Data Encryption 

Module for the protection of data. It is used to protect the bodyprints 
stored in the system and sent to the RIS, and also for the protection of 
video sequences during the enrolment phase. 

System Utilities: 

Bodyprint Manager 

This module is responsible for the management of bodyprints. This task 
covers the search and provision of the bodyprints requested by the RIS, 
and also the deletion of bodyprints according to the retention period 
defined. 

System Utilities: 

System Monitoring 

Module responsible for the maintenance of the system, that checks 
periodically that the Video Processing Unit works as expected. 

Access Control This module is used for the authentication and authorization of the users 
that require access to the different resources provided by the VPU. This 
module is used, for example, to control the access to the different user 
interfaces and also to the Web services. 
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Bodyprint Database  The bodyprints extracted by the VPU are stored in the Bodyprint 
Database until they are collected by the RIS for enrolment or detection. 
The bodyprint database contains a folder for each person detected that 
includes the corresponding bodyprint, the results of the 
detection/tracking processes, a key frame and also the detection 
timestamp. 

All the information in the Bodyprint Database is stored compressed and 
encrypted.  

Temporary Storage The data captured by the depth cameras is temporary stored in the VPU 
for a defined period of time (retention period). 

User Database It contains the system users that are able to access to the different 
resources of the VPU. 

REST API Set of Web Services providing information obtained and stored in the 
Video Processing Unit:  

 Public Web Services: the service providing a description of the Video 
Processing Unit is public. 

 Protected Web Services: the set of web services for the collection of 
data of the VPU are protected by authentication and authorization 
mechanisms. 

Table 11: Modules of the Video Processing Unit 

During the enrolment, the VPU is used for the extraction of the bodyprints of the people to be 

enrolled in the system database as authorized. The bodyprints in this case are obtained from 

videos recorded with the Capture UI. 

On the other hand, when the system works in detection mode, the VPU is continuously 

analysing the data provided by the depths cameras, that is processed on the fly to obtain in 

almost real time the bodyprints of the people appearing in the area under surveillance. 

2. Re-Identification Server & Authorized People Database 

The RIS uses the following modules: 

 

Figure 26: Modules of the Re-Identification Server 
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Module Description 

Collection Module This module is used to request new bodyprints to the VPUs installed in 
the system. 

Bodyprint Matching Program responsible for comparing the bodyprints collected from the 
VPUs with the bodyprints stored in the APDB. 

Results Management Program in charge of filtering the results of the decision process 
according to a defined policy, to decide if the match is accepted 
(authorized person) or rejected (unauthorized person), and generate an 
alarm if necessary. In case an unauthorized access is detected, an alarm is 
generated and sent to the RMS to be displayed to the System Operator. 

Matching User Interface Application that allows to configure and run the matching process 
(Bodyprint Matching), and also the Web Server to enable the REST API. 

System Utilities: 

Data Compression 

Module allowing to compact data files and folders in a compressed file. It 
is used to optimize the storage of bodyprints. 

System Utilities: 

Data Encryption 

Module for the protection of data. It is used to protect the bodyprints and 
the images stored in the RIS. 

System Utilities: 

Bodyprint Manager 

This module is responsible for the management of bodyprints. This task 
covers the search and provision of the bodyprints requested for the 
matching process, and also the deletion of bodyprints according to the 
retention period defined. 

System Utilities: 

System Monitoring 

Module responsible for the maintenance of the system, that checks 
periodically that the Re-Identification Server works as expected, and that 
allows to send alarms to the RMS. 

Access Control This module is used for the authentication and authorization of the users 
that require access to the different resources provided by the RIS. This 
module is used, for example, to control the access to the different user 
interfaces. 

Authorized People 
Database 

This database contains the bodyprints of the people enrolled in the 
system, which are protected by encryption. For each person enrolled 
several bodyprints may be stored in order to improve the results of the 
matching process. Each bodyprint is stored in the APDB with a key frame 
that facilitates the validation process, that is also protected. 

Temporary Storage The bodyprints obtained from the VPUs are temporary stored in the 
system until they are compared with the APDB and the results are 
validated by the System Operator. Besides, the results of the comparison 
performed in the RIS are also stored there, including all the parameters 
obtained in the matching process (e.g.: level of confidence of the results), 
which will serve to detect incorrect configurations of the re-identification 
module. 

User Database It contains the system users that are able to access to the different 
resources of the RIS. 

REST API Set of Web Services providing information obtained and stored in the RIS.  

 Public Web Services: the service providing a description of the Re-
Identification Server is public. 

 Protected Web Services: the set of web services for the collection of 
data stored in the RIS are protected by authentication and 
authorization mechanisms. 

Table 12: Modules of the Re-Identification Server 

In the enrolment phase, the RIS is just used to store the bodyprints of the authorized people in 

the APDB. 
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During the matching phase (detection mode), the RIS periodically requests information from 

the VPUs, collecting any new bodyprint extracted. Then, the RIS compares the new bodyprints 

with the APDB and decides if the corresponding person is authorized or not. The results of this 

process and the detection timestamp are copied to the RDB (RMS) to be displayed to the 

System Operator through the Surveillance User Interface. After this, the RIS requests from the 

RMS the results of the validation process, and analyses them in order to detect inaccurate 

bodyprints. In addition, the results validated as authorized accesses will be marked by the RIS 

as "ready for deletion". Otherwise, if the access has been validated as unauthorized, the related 

information will be stored in the system in case it is necessary for law enforcement. 

3. Results Management Server & Results Database 

The RMS uses the following modules: 

 

Figure 27: Modules of the Results Management Server 

Module Description 

Results Management Program in charge of processing the information received from the RIS 
and the VPU that has to be shown to the System Operator. 

Surveillance User 
Interface 

Application that allows to review and validate the results of the detection 
process. 

System Utilities: 

Data Compression 

Module allowing to compact data files and folders in a compressed file. It 
is used to optimize the storage of data received from the RIS. 

System Utilities: 

Data Encryption 

Module for the protection of data. It is used to protect the data received 
from the RIS. 

Access Control This module is used for the authentication and authorization of the users 
that require access to the different resources provided by the RMS. This 
module is used, for example, to control the access to the Surveillance UI. 

Results Database This database contains a history of the accesses detected, and the results 
of the comparison and the validation processes. For each access 
detected, this database stores the detection timestamp, a key frame, the 
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identifier of the device that captured the event and the results of the 
validation. 

Temporary Storage The information collected from other devices is stored temporary in the 
RMS until it is reviewed or no longer required. 

User Database It contains the system users that are able to access to the different 
resources of the RMS. 

REST API Set of Web Services providing information obtained and stored in the 
RMS.  

 Public Web Services: the service providing a description of the RMS is 
public. 

 Protected Web Services: the set of web services for the collection of 
results and the provision of data stored in the RMS are protected by 
authentication and authorization mechanisms. 

Table 13: Modules of the Results Management Server 

As the goal of the RMS is the management and validation of results of the process of detection 

of unauthorized accesses, it only works during the matching phase (detection mode). 

Anytime an access is detected in the area under surveillance, the results of the corresponding 

recognition process are sent to the RDB by using the REST API of the RMS. That information is 

displayed through the Surveillance UI to the System Operator, who has to validate the 

information. The results of this validation process are stored in the RDB, until they are reviewed 

by the RIS and marked as "ready for deletion". 

The implementation and use of the different system components are deeply described in the 

system documentation. 

Procedures 

The system specification also includes a description of the procedures that have to be carried 

out to operate and maintain the system. These are the most relevant procedures in terms of 

privacy and accountability: 

 System configuration: 

The System Administrator is responsible for the system configuration and setup. This task 

requires to calibrate the depth cameras, to set up the system databases, to create the 

system users, to configure the VPUs and the RIS to start the extraction and matching of 

bodyprints at the beginning of the detection period defined, and to launch the RMS so the 

Surveillance UI can be available for System Operators. The different processes to be 

followed to configure the system are detailed in the system documentation. Training 

sessions will be scheduled for System Administrators and Operators to help them set up and 

use the system (artifact A7). 
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Figure 28: Calibration User Interface 

 Enrolment process: 

The System Administrator is also in charge of the enrolment process, that consists of 

extracting the bodyprints of the people that are allowed to access the Visual Tools premises 

during the detection period and storing them in the APDB so the system can be able to 

decide if a detected person is authorized or not. This process is detailed in section 6.1: 

Enrolment (artifact A5). 

 Action plan in case of unauthorized access: 

The procedure to follow in case an unauthorized access is detected, once it is checked by 

the System Operator, is detailed in the system documentation and briefly described in 

section 6.2: Matching (artifact A24). 

 Access to the data stored in the system: 

Also in the system documentation, the protocol to follow in case someone requires access 

to the data stored in the system is explained, for example, in case a Data Subject requires 

access to his personal data (artifact A19), or if the local authorities want to investigate an 

incident (artifact A24). Any access to the data stored in the system shall be authorized and 

monitored by the System Administrator. 

 Maintenance operations: 

Several operations will be carried out during the operation & maintenance stage of the 

system to ensure that it works as expected, and that it addresses the identified privacy and 

accountability requirements. Examples of this type of operations are: the periodic renewal 

of bodyprints stored in the APDB (artifact A15), the revision of policies and procedures 
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every two years (artifact A17), and also the periodic revision of the need of the system 

(artifact A22). 

To get guidelines for the definition of the different procedures, System Designers can used the 

following tools provided by the SALT Framework: 

 Questionnaire for biometrics: although the System Designer is not in charge of 

answering the questionnaire, it is recommended that he reviews the different 

questions, with their related privacy and accountability concerns, and the answers 

provided by the System Proposer, in order to have in mind the most important privacy 

and accountability requirements. 

 SALT References: the System Proposer should inform the System Designer about the 

most important references that apply to the use case, or at least, those used during the 

concept phase, just in case the System Designer requires to consult details of a certain 

concern. Besides, the System Designer may require to search for other references that 

can be useful during the design phase. In this case, for example, WP6_REF_7, 

WP6_REF_8 and WP6_REF_9 resulted very useful for the System Designer. 

 Taxonomies: they were used to understand certain terms included in the SALT 

References. 

4.2.2 Design validation 

Once the design is created, the System Designer can use the SALT Framework to validate the 

design according to the associated concerns.  

On the one hand, there is a specific tool in the SALT Framework for the validation of designs 

(PAERIS), that has been already explained in 3.2.3 Design validation tool. Using this tool 

together with the UML profile (especially created to work in parallel with the validation tool), 

the System Designer will create an UML model of the system design and will be automatically 

informed about the concerns not fulfilled, if there are any. 

As the design validation tool is still under development, we have not tested yet this functionality. This task 

will be carried out during the next semester, in which we plan to evaluate the different SALT Framework 

tools. Anyway, as a reminder, Figure 29 shows the most relevant elements that can be used for the 

creation of the UML model of a biometric system. 
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Figure 29: Stereotype Diagram for biometric systems 

On the other hand, it is possible to assess the privacy risks associated to several design 

decisions using the Questionnaire for biometrics, that at least points to the most relevant 

privacy and accountability concerns related to biometric systems. This assessment should be 

carried out by a person with certain legal and technical expertise, to apply correctly the 

different recommendations and evaluate their enforceability and adequacy for the use case. 

In this particular use case presented in WP6, the questionnaire was just reviewed at the end of 

the stage to check that all the technical questions had been taken into account (e.g. data 

retention periods, erasure mechanisms, different risks associated to the bodyprints, etc.). 

4.2.3 Results of the design stage 

Following the SALT process defined, and using all the mentioned tools provided by the SALT 

methodology, at the end of the design stage the following documents are obtained: 

 Report with the results of the questionnaire, that contains the responses provided and 

the reasoning followed to define the system purpose and evaluate its legitimacy and 

proportionality. Also a risk assessment of the system drafted will be provided.  

This report is still under development, therefore we cannot provide an example yet, but 

this work will be done during the next semester. 
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 Report with the results of the design validation, that is produced at the end of the 

design validation process using the corresponding SALT tool, and which will highlight the 

concerns not fulfilled based in the existing OCL rules as explained in 3.2.3 Design 

validation tool. We are still considering to include other type of guidelines and 

recommendations in this report extracted from the SALT references that can be applied 

to a certain system. 

This report is also under development, therefore we cannot provide an example yet, but 

this work will be done during the next semester. 

 UML model of the system design, that is also an output of the design validation tool. 

 System specification, containing technical details about how to implement the system 

and also the definition of the different operational procedures (e.g. Procedures). 
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5 Use Case II: Deploying the system 

This use case is aimed at demonstrating how the SALT Framework can also be used for the 

implementation of the system designed considering privacy and accountability during all the 

process. It covers the stages of development and deployment.  

At the end of this phase, the system designed is installed in the Data Controller's facilities 

(Visual Tools premises) and it is ready to be used for the detection of unauthorized accesses. 

 

Figure 30: Stages of the system lifecycle covered by Use Case II 

Because of resource reasons, the system has not been fully developed yet. During the last semester we 

have also been working on refining and improving the SALT Framework Tools (questionnaires, references, 

etc.), which made us re-evaluate the use case in terms of privacy and accountability, and new concerns 

were raised which made necessary to slightly modify the system design. 

By now, the components developed have only been set up in the Visual Tools' lab for testing purposes. 

We plan to install a first prototype of the system in the Visual Tools headquarters in Madrid during the 

next semester, with at least the minimal functionalities that let us evaluate the system. 

5.1  Development 

The development stage starts with the specification of the system, that should take into 

consideration privacy and accountability if it had been elaborated following the SALT approach. 

The Surveillance Service Provider entrusts the task of implementing the system according to the 

given specification to the System Developer, who can be a single person or a team. In this case, 

the role of the System Developer is taken by the R&D Department of Visual Tools.  

As a result of this stage, a system is developed meeting the stakeholder's requirements and 

addressing the main privacy and accountability concerns identified in the previous stages. 

Tasks performed during the development stage 

These are the main activities carried out during this stage: 

 Build the system: the different system components are constructed according to the 

design specification. This work includes the programming of the modules and interfaces 

composing each system component (VPU, RIS & RMS), and the creation of the system 

databases (RDB, APDB and User databases). 
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 Unit testing: the different modules and components are first tested independently from 

the rest of the system, to validate that they work as expected. 

 Integration of components and system testing: all the modules are tested together, to 

check the functionality, interoperability and performance of the system.  

 Revisions of the design of the system: in some cases, to correct bugs or improve the 

system functionalities it is necessary to review the design of the system. 

Decisions made at the development stage 

The development phase is one of the most critical stages, as the results of this phase affects 

profoundly the operation & maintenance tasks of the system.  

In terms of programming, a well written code reduces the effort to be spent in testing and 

maintenance. It is also important to point out, that an error detected during an early stage is 

easier to be solved and at a lower cost. Thus, it is important during the development stage to 

focus on developing system components and modules that are easy to test and maintain. For 

the biometrics system presented in WP6, the modular design chosen for the different system 

components provides more flexibility for developers, and facilitates the system re-design and 

also its maintenance in the long term. 

Although the main technologies to be used in the system implementation are selected during 

the design stage, some of the technological decisions can be taken by the System Developer, 

such as the programming language to code the components or the libraries or frameworks to 

use. Besides, after the different tests carried out during this stage, the system may need to be 

redesigned, therefore the System Developer and the System Designer should work together (if 

they are not actually in the same team). 

In the case of the systems developed by Visual Tools, there are normally many iterations 

between the design and development stages. The company prefers to follow customer-driven 

development methodologies, trying to involve end users in the development process whenever 

possible. This allows to test the system usability at an early-stage and to check if the solution 

produced solves adequately the problem proposed and it is a product that the customers will 

be willing to pay for. 

In this case, we tested the initial version of the Web User Interface showing the alarms with the 

employee from Visual Tools that will be responsible for administrating the system, who has also 

experience as an operator.  
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Figure 31: Initial version of the Web User Interface 

This initial version displayed in the main panel a list with all the detection events, and a lot of 

information related to the results of the comparison process. Taking the feedback of the end 

user into account, we decided to simplify the tool: on the one hand, we cannot expect System 

Operators to understand the comparison process, therefore the parameters obtained from the 

matching operations are stored in the system (RIS) but not shown in the Web User Interface; on 

the other hand, normally System Operators work in a control centre and are in charge of 

monitoring several places at the same time, and we cannot expect them to be looking for the 

interface during long periods of time, thus they should only be warned in case of unauthorized 

access.  

Taking all this into account, we developed a new version of the User Interface that shows in the 

main panel just the alarms produced by an unauthorized access or an error in the system. It is 

possible to see a log with all events in a secondary panel, but the lust only includes the 

datetime and area where the event was detected, and the ID of the event/bodyprint in case it is 

necessary to look for more information (RIS). 
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Figure 32: Last version of the Web User Interface - Main panel 

 

Figure 33: Last version of the Web User Interface - Log panel 

Use of the SALT Framework during the development stage 

The references stored in the SALT Repository can also provide guidelines for System Developers, 

for example, recommendations for the evaluation of the system once developed, the 

technologies to use, or concerns related to the integration of components (e.g. protection of 

data communications). 
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For this use case, the System Developer consulted the same references used by the System 

Designer, to be aware about the main privacy and accountability concerns (WP6_REF_7, 

WP6_REF_8 and WP6_REF_9). 

Requirements at the development stage 

It is essential at the end of this stage to verify that the system addresses all the stakeholder's 

requirements, as well as the different privacy and accountability concerns identified during the 

concept and design stages.  

In Table 3 it is possible to see the requirements that can be checked at the end of the 

development stage in the case of the biometrics system developed. The technical requirements 

have been extracted from the list initially presented in D6.1, while the concerns about privacy 

and accountability are extracted from the list of Table 1. Due to the mentioned resource 

limitations, only a few of the technical requirements have not been fulfilled yet: 

Id Fulfilled Technical requirements - Details 

TR_2 - TR_15 Yes  The system has been configured as planned 

 The alarm management has been separated from the matching process 

 The communications between the different components is protected by 
encryption 

 The personal data and the biometric templates are stored encrypted 

 Access control mechanisms have been implemented to access to the different 
system resources 

 Logs are used to control the unattended operations 

Id Fulfilled Operational requirements - Details 

OR_1 - OR_4, 
OR_8, OR_10, 

OR_12, OR_16-
18, OR_23 

Yes  The system is able to perform all the operations listed 

 The SA can manage the system users from the administration panel of the 
different components 

 The enrolment process can be initiated manually and only by the SA 

 The SA can have access and modify or delete the data stored in the system  

 The SO is able to receive alarms of unauthorized accesses and validate them 
from the Web UI located in the RMS 

 Monitoring tasks are performed automatically to ensure that the system 
works as expected, or at least to warn the SO in case there is an error 

OR_11 No  By now, it is not possible to configure the detection period in which the 
system shall work: the SA has to start/stop the system manually. This 
requirement is left as a future improvement of the system. 

Id Fulfilled Functional requirements - Details 

FR_1 - FR_5, 
FR_8-FR_11, 
FR_13, FR_6, 

FR_7, FR_12-18, 
 FR_19-20 

  

Yes  The system includes all the functionalities required for the extraction (VPU) 
and comparison (RIS) of bodyprints, and also to generate alarms and show 
them to System Operators (RMS) 

 Thanks to the validation of results, it is possible to detect and discard 
inaccurate templates: a warning is generated each time an error is detected in 
the matching process. The SO then is able to review it and request the update 
of a bodyprint to the SA. 

 The system stores the datetime and an image anytime a person is detected 

 The system stores information of the system users (User DB of each 
component) 

 The system allows users with administration permissions to configure the 
different components, and to initiate manually the enrolment process 

 The system performs several maintenance operations automatically, for 
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example, to remove certain data after a defined period of time 

FR_12 No  By now, the system has to be started and stopped manually. It does not 
accept yet the configuration of the detection period. 

Id  Environment requirements - Details 

ER_1- ER_6 Yes Tests have been performed in the Visual Tools' lab in an environment similar to 
the Visual Tools headquarters in Madrid, and the system is able to work as 
expected. 

Table 14: Summary of the technical requirements fulfilled at the development stage 

5.2 Deployment 

Once the system is developed and tested, the next step consists of setting up the system at the 

Data Controller's facilities (Visual Tools) and get it ready to be used for the detection of 

unauthorized accesses. 

In this phase, the main actors are the Installer and the System Administrator. 

Tasks performed during the deployment stage 

These are some of the activities that will be carried out for the deployment of the system: 

 Installation of hardware and software at the stakeholder facilities: at least the RIS, the 

RMS and two VPUs will be installed at the Visual Tools premises covering the main 

transit areas. The Installer is responsible for this task. 

During the installation of the system, it is important to fulfill REQ_VSS_4, that refers to 

the location of the cameras, and also REQ_SOC_* in which it is recommended to provide 

"surveillance breaks" to reduce the intrusive impact of the system. Artifact A13 is also 

related to this task and shall be implemented. 

Once finished, for accountability purposes, the Installer shall sign a document including 

details of the installation conducted (artifact A23). 

 User training (artifact A7): first, the Installer shall train the System Administrator so he 

can manage all the system properly; after that, the Installer or the System Administrator 

shall provide guidance to System Operators so they can use the Surveillance UI and 

know the procedures defined in case of intrusion. 

After this training, system users should be clear about their responsibilities and the 

different operational and organizational procedures (e.g. what to do in case there is a 

system failure, what to do in case of intrusion, what to do in case a DS requests access 

to his personal data...). 

 Fulfillment of legal requirements prior to the use of the system, that in this case are 

mainly covered by requirements REQ_VSS_*, such as the inscription of the system in the 

General Register (artifact A3), the installation of informative signs in the areas under 

surveillance (artifact A4) or the elaboration of the different documents (artifacts A4 and 

A11). The System Administrator is registered as responsible for the system, and thus is 

in charge of verifying that these tasks are carried out.  
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 Configuration of the system for the detection of unauthorized accesses, that includes the 

deployment of the system databases, the creation of the system users and the 

definition of the detection period. Normally, the System Administrator performs these 

tasks.  

Documents generated at the deployment stage 

Normally, two technical documents are elaborated for any system:  

 Documentation for System Operators [A11], explaining how to use the Surveillance UI, 

the procedures to follow in case of system failure or in case of unauthorized access, and 

also how to handle the main errors that may occur during the operation of the system. 

 System documentation [A11], that contains details of the system design, system 

requirements, how to configure the system, security mechanisms implemented, etc. 

This document helps to understand how the system works and has been implemented 

so they can be easily maintained or updated with new functionalities. 

Besides, as extracted from the different legal requirements, this other documentation should 

be prepared: 

 Privacy Management Program (internal privacy policy) [A11] 

 Public Privacy Policy (for people to be enrolled in the system) [A2] 

 Public Privacy Policy summarized (handout for any DS requesting information) [A2] 

 The Security Document, that is mandatory according to the Spanish legislation, and that 

shall include all the technical and organizational measures implemented to guarantee 

the security of the data processed and stored by the system [6], as well as the 

obligations of the personnel involved in data processing.  

We are still working on the first draft of the system documentation, that contains all the technical 

information required to use and maintain the system, and also defines the security obligations of the 

different system users (Security Document). 

Regarding the privacy policies, due to resource reasons, in the last semester of the project we just plan 

to elaborate a draft with the main contents and a handout to be provided to any DS requesting the 

information. 

Use of the SALT Framework during the deployment stage 

Again, some of the references stored in the SALT Repository may include concerns that have to 

be applied during this stage.  

For this use case, both the Installer and the System Administrator took into account references 

WP6_REF_3, WP6_REF_4, WP6_REF_5 and WP6_REF_6 that inform about the legal issues 

required by the Spanish legislation. 
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Requirements at the deployment stage 

The following table summarizes the main requirements that should be checked at the end of 

the deployment stage: 

Id Technical requirement Status 

TR_1  The cameras used shall cover the main transit areas of the office To be checked after 
deployment 

Id Operational requirement Stage 

OR_5-6, 
OR_9 

 The system documentation under development will provide 
information about how to configure and use the system, and also 
the different procedures for data access or to maintain the system 

To be checked after 
deployment 

OR_7-8  The SA will be trained properly to manage the system and its users 
Id Environment requirement Stage 

ER_5-6  Each depth camera shall cover a maximum area of 5 x 3 meters 

 Each depth camera shall be placed at a minimum of 0.8 meters of 
the objects 

To be checked after 
deployment 

Table 15: Summary of the technical requirements to be fulfilled at the deployment stage 

5.3 Auditing the system 

According to the Spanish legislation, privacy audits have to be executed every two years for 

those systems that have to implement high or medium level security measures [6], or any time 

a substantial modification of the system is made, to check the adequacy and efficiency of the 

security measures implemented. 

Although that does not apply to the WP6 use case (low level security [6]), we want to describe 

in this section the steps to follow in case the Spanish Data Protection Agency requires the 

verification of the compliance of the system with the current regulations, to show how the 

different SALT resources can be used in this process.  

The Spanish Data Protection Agency (AEPD), has elaborated a document detailing how an audit 

of this type works, and the procedure that should be followed by the auditors [13]. 

The Data Protection Officer (DPO) is in charge of auditing the system in order to check if the 

security measures indicated in Title VIII of the Royal Decree 1720/2007 [6] have been 

implemented correctly.  

These are the main steps to follow by the DPO: 

 Determine the extent of the audit, establishing which are the files that should be 

audited, the data processing systems, procedures, etc.; 

 Determine the resources needed to carry out the audit; 

 Collection of data: 

o List of files, structure and contents 

o Security policies and procedures (register of incidents, system logs, backups, 

etc.) 

o Security document and previous audits 

o System documentation 
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o List of system users, authorized accesses and their responsibilities 

o Inventory of the existing media, and the recording of any entry and exit of media  

o Data access logs and reports of their periodic revision 

o Interviews with system users, and also with any person responsible for the 

system 

o Visual inspection 

 Evaluation of the evidences collected, for which the Spanish Data Protection Agency 

provides a set of verifications that have to be reviewed to check the compliance with 

the legislation. This appears in the documentation as a list of questions grouped by the 

security level to be applied, that should be answered at the end of the auditing process. 

Figure 34 shows an example of the mentioned verifications (in the original language). 

 

Figure 34: Example of verifications to carry out in a privacy audit 

During all this process, the System Administrator and also the Data Controller can assist the 

DPO in the collection of all the information or resources required, monitoring and registering 

any access to the data stored in the system. 

Besides, System Operators or any other technical person involved in the design, development 

or deployment of the system, may be contacted by the DPO for an interview. 

If the system has been developed following the SALT process and using the SALT Tools, the 

documentation required by the DPO, the system logs and traces of any data access should be 
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available and adequate to the current legislation. Furthermore, at this point the Data Controller 

can provide the following reports to the DPO, in order to facilitate the assessment of the whole 

system in terms of privacy and accountability: 

 Report with the results of the questionnaire that, as explained before, contains the 

results of the initial privacy risk assessment of the concept of the system. 

 Report with the results of the design validation, indicating some concerns that apply to 
the system designed and that have (probably) been taken into consideration.  

 List of SALT References and taxonomies used during the different stages of the system 

lifecycle, and that may support some of the decisions made for the design, development 

or deployment of the system. 
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6 Use Case III: Using the system 

This use case serves to demonstrate how the system is used once it is operational, and 

particularly how the surveillance service is provided according to the SALT guidelines. 

 

Figure 35: Stages of the system lifecycle covered by Use Case III 

6.1 Enrolment 

Once the system is properly configured for the detection of unauthorized accesses at the 

defined period, it is time to enroll in the system the people that are allowed to be at the office 

during the mentioned period, who are the maintenance employees in this case. The System 

Administrator is responsible for this task.  

It is recommended that System Administrator is aware during all the enrolment process about 

the related concerns on privacy and accountability, thus, if needed, the System Administrator 

can consult the reports provided by the SALT Tools in the previous stages, and also the SALT 

References used by the System Proposer and the System Designer. Besides, the SALT Repository 

could contain specific references about good practices on the enrolment process. 

For this use case, in order to be transparent and address the identified concerns on privacy and 

accountability, the Data Subject to be enrolled in the system is involved in the enrolment 

procedure, that is comprised of the following tasks: 

 Inform the people to be enrolled in the system (from now on: Authorized Person) about 

the existence of the system, its purpose, how the data is collected and processed, and 

their rights over their personal data. 

 Enroll the Authorized Persons in the system, that in this case consists of extracting their 

bodyprints and storing them in the Authorized People Database (APDB). 

Below, the tasks are detailed. 

6.1.1 Information of Data Subjects 

Although the consent of Data Subjects is not mandatory in this case, as the Authorized Persons 

are employees of Visual Tools and therefore the consent cannot be considered "freely given", it 

is a good practice in terms of privacy and accountability to inform adequately the person who is 
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going to be enrolled in the system. This concern is pointed out by the legal references that 

mention the existing concerns about transparency in the processing of personal data, 

particularly by WP6_REF_8, that is specific to biometric systems. This issue is also addressed by 

the questionnaire for biometrics, which states that "any biometric system that would not 

require the active participation of the individual during the enrolment phase should be avoided". 

These two resources, if used by the System Proposer and the System Designer during the 

concept and design stages, will let them identify the need to involve Data Subjects in the 

enrolment so they can take it into consideration while drafting the system. 

As mentioned in D6.2, to address this concern about transparency in the enrolment process 

(mainly by REQ_QUE_5, REQ_ACC_18-20 and REQ_LEG_3), an information notice is going to be 

elaborated including the following information: 

 Purpose of the collection and processing of their personal data (REQ_QUE_1) 

 Area covered by the surveillance systems and availability of surveillance breaks 

(REQ_VSS_4, REQ_SOC_*) 

 Description of the matching procedure (REQ_QUE_6) 

 The period for which the personal data will be stored (REQ_QUE_14) 

 Explanation of their rights over their personal data (access, rectification, erasure and 

repudiation) (REQ_LEG_8) 

 Security measures implemented for the protection of data (REQ_QUE_13, REQ_VSS_6) 

This notice will be provided to the Authorized Persons, and the Data Controller (Visual Tools) 

will also arrange an informative session to explain them directly the contents of the notice and 

to clarify any doubt about it. 

Artifacts used (prior to enrolment) 

A2 Information notice for Authorized Persons 

A25 Informative session to explain the details of the system and clarify doubts 

Table 16: Artifacts used before enrolling the Authorized Persons 

6.1.2 Enrolment of Data Subjects 

The enrolment phase is at the core of the biometric system. During this phase biometric data of 

a particular data subject is captured and aligned with an identity. Requirements REQ_ACC_8-12 

are related to this phase of the enrolment process.  

In this case the enrolment is performed offline, which means that the collection of data from 

Data Subjects and the extraction of biometric templates from that data are carried out at 

different moments. The whole process is managed by the System Administrator and requires 

the collaboration of the Data Subjects for the first part. 

These are the steps to follow for the enrolment of Authorized Persons in the biometric system 

implemented: 
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1. Collection of data: 

 The System Administrator uses the Capture User Interface of one of the VPUs to 

record a video of the Data Subject to be enrolled. Only the system users with 

"administrator" profile can have access to this interface. For logging in it is also 

necessary to indicate the purpose of data collection. 

 The Data Subject is asked to walk crossing the area monitored by the VPU in 

different ways to capture the whole body from different angles (e.g. from the front 

and side) wearing the working clothes. One minute of video is normally sufficient, 

the most important thing recording the video is to capture several views of the 

person to be enrolled. 

 The video collected is automatically encrypted by the Capture User Interface and 

stored in the VPU. 

  

Figure 36: Capture User Interface - Log in with different profiles 
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Figure 37: Capture User Interface - extract of the log (utils.log) 

 

  

Figure 38: Capture User Interface - Recording video sequence 
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Figure 39: Capture User Interface - File generated 

Extraction and storage of bodyprints: 

 The System Administrator then uses the Enrolment User Interface in order to extract 

the bodyprints from the video collected. Again, it is required to log in with 

"administrator" profile and to indicate the purpose of the use of the Enrolment UI.  

 Using the Enrolment UI, the System Administrator loads and processes the 

encrypted video sequence generated in the previous phase, obtaining one or several 

bodyprints. 

 Then, it is possible to review the bodyprints generated and filter only those 

belonging to the person to be enrolled (in case another person appears in the 

sequence). 

  

Figure 40: Enrolment User Interface - Log in with different profiles 
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Figure 41: Enrolment User Interface - Loading a video sequence 

 

 

  

Figure 42: Enrolment User Interface - Processing video sequence 
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Figure 43: Enrolment User Interface - Validation of bodyprints 

 Finally, the System Administrator selects the most adequate bodyprints to be 

included in the APDB. For this, the initial idea was to implement a function in this 

Enrolment User Interface that compares all the bodyprints generated and allows to 

group those providing better results, but this capability has not been developed yet, 

so, by now, the SA has to select manually the best candidates for the APDB. In case 

of doubt, all the bodyprints belonging to the Authorized Person can be included in 

the APDB. 

 Once selected, the SA copies the selected bodyprints to the APDB located in the RIS, 

using for this a portable storage device. After this, the SA is responsible for deleting 

the bodyprints from the VPU and also from the portable storage device. 

 There is no need to involve the Data Subject in this part of the process. 

Moreover, the Data Controller has defined the following activities in regards to the enrolment 

of Data Subjects: 

 The enrolment will be repeated every 6 months and anytime an error is detected in one 

of the bodyprints of the APDB. 

 Didactic sessions about how to enroll a DS and how to protect the data collected will be 

carried out to train the System Administrator before starting the operation & 

maintenance stage. 
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Artifacts used 

A5 Definition of a procedure for enrolment in which the collaboration of the data subject is required 

A7 Training sessions for the System Administrator 

A8-A10 Use of logs to trace the main operations performed by the Capture UI and the Enrolment UI 

A12 Encryption of videos and bodyprints 

A21 Access control mechanisms for the User Interfaces 

Table 17: Artifacts for the enrolment of Data Subjects 

At the end of the enrolment phase, the APDB contains the bodyprints of the Authorized 

Persons and thus, the system is ready to detect unauthorized accesses. 

6.2 Matching 

The system is now ready to work for the detection of unauthorized accesses during the defined 

detection period.  

The main actor interacting with the system during the matching phase is the System Operator, 

that is normally working in a remote control centre, and that is responsible for monitoring 

several buildings at the same time. The SO in this case uses the Surveillance UI located in the 

RMS to monitor the accesses to the office and also the system status. 

For the demonstration of the use case, and to validate the correct functioning of the system, 

we have developed a set of interfaces that allow to run the different system components. The 

System Administrator is responsible for setting up the system, so he is the only person allowed 

to use these interfaces.  

As a future improvement, we plan to configure the system so that the Bodyprint Analyzer (VPUs) and the 

Re-Identification Server are automatically launched at the defined detection period. 

Again, it is recommended that the system users involved in this phase (SO and SA) are aware 

about the privacy risks related to the operation stage. Following the SALT recommendations, a 

didactic session should have been carried out during the deployment stage explaining the most 

relevant concerns. Besides, the SALT Repository could contain specific references about good 

practices on the matching process (e.g. recommendations for transparency). 

As explained in D6.2, one of the most important issues in terms of privacy at this stage is the 

transparency of the process. As the active participation of the Data Subjects is not possible in 

this case, adequate measures have been implemented to inform about the surveillance 

operations carried out at the Visual Tools premises: on the one hand informative signs will be 

installed in the areas under surveillance before the operation stage (REQ_QUE_6, REQ_VSS_1, 

REQ_ACC_34); and on the other hand, an informative handout will be elaborated to be 

provided and explained to any Data Subject that requests it (REQ_QUE_*, REQ_LEG_2, 

REQ_ACC_4-5, REQ_VSS_2) containing information about the data processing. Further 

information about how the matching process is carried out can be found in the system 

documentation as well as in the internal privacy policy (REQ_ACC_23-33, REQ_QUE_9).  
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Artifacts used 

A2 Public privacy policy for any Data Subject 

A4 Use of informative signs 

A11 System documentation 

A19 Procedure to let data subjects access their personal information 

A25 Didactic sessions for data subjects 

Table 18: Artifacts for the matching phase (I) 

Regarding the system operations during the matching phase, they are described in the 

following subsections, and also the action plan defined in case an intrusion is detected. 

6.2.1 System operation 

If the system is properly deployed, any time a Data Subject accesses to the Visual Tools' 

premises he is detected by the system. This means that one of the VPUs that is continuously 

processing the data provided by the depth camera connected to it, is able to detect the DS and 

extracts the corresponding bodyprint. 

  

Figure 44: Analyzer User Interface (VPU) 
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Figure 45: Analyzer User Interface (VPU): Showing the process of detection 

In the mean time, the RIS is periodically requesting new bodyprints from each of the VPUs of 

the system (every 30s). Thus, with only a few seconds of delay, the RIS gets the bodyprint 

obtained from the DS, and compares it with the APDB to find out if the detected DS is an 

authorized person. 

 

Figure 46: Matching User Interface (RIS)(I) 
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Figure 47: Matching User Interface (RIS)(II) 

The results of the comparison are then sent to the RMS: an alarm is generated if an intrusion is 

detected to facilitate its visualization and validation in the Surveillance UI; on the contrary, if 

the person detected is recognized as one of the authorized persons, juts the information of the 

event is sent to the RMS. 

The System Operator can connect to the Surveillance UI through any Web browser. It is just 

necessary to log in the application with Operator or Administrator profile. 

 

Figure 48: Surveillance UI - Login panel 
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In the main panel of the Surveillance UI, the unauthorized accesses and the system alarms 

informing of a malfunctioning of the system are displayed. The alarms are ordered by datetime, 

so the System Operator can see first the most recent events. 

 
Figure 49: Surveillance UI: Main panel 

Clicking in an alarm, the System Operator can see more details of the related event. It is also 

possible to access to the details of all the alarms that are pending to be validated, one by one, 

by navigating to the "Validation" panel through the left menu. 

 

Figure 50: Surveillance UI: Validation panel 

In case an alarm is validated as an alarm, the System Operator should initiate the Action plan in 

case of unauthorized access. 
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If the event is not an alarm, the "alarm" warning is removed, and the event is marked as 

"error".  The RIS, that periodically requests the results of the validation to the RMS, will then 

store the error and raise a new system alarm indicating which bodyprint of the APDB is related 

to that error. If there are several errors related to the same bodyprint, it means that the 

bodyprint is not accurate and that it should be renewed. On the other hand, if the system 

detects errors in several bodyprints, it may indicate that the Bodyprint Matching module is not 

configured properly and that it should be reviewed. 

Finally, there is a third panel in the Surveillance UI where the System Operator can consult all 

the events detected by the system (accesses to the office), and also the messages received by 

the different components of the system, that can be alerts, or just information that the System 

Operator should consider. 

In case there are system errors (displayed in the Alarm and Log panels), the System Operator 

shall contact the System Administrator as soon as possible, as the SA is responsible for the 

maintenance of the system and the SO only has access to the Surveillance UI. Once a system 

error is fixed, the SA can log into the Surveillance UI and mark the system alarm as "fixed". 

 

Figure 51: Surveillance UI: Log panel 

It is important to point out that there is a possibility that an unauthorized person enters in the 

office and the system makes a mistake deciding that it is an authorized person (false positive). 

Taking into account the tests performed to the bodyprint algorithm, this type of errors is least 

likely to occur, as the algorithm provided a low rate of false positives, but it can happen. To deal 

with this situation, the matching is performed several times for each person appearing in the 

scene, increasing the probabilities of detecting correctly an unauthorized person. In any case, if 

the person is never detected as unauthorized, the intruder will access the office and the system 

will not raise an alarm, it will just show a trace in the log of events with the date and time of the 

access. At any time, just as a periodic check or in case something is missing at the office, the 
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System Operator (and also the System Administrator) can check from time to time the log of 

events and verify any access making use of the video surveillance system installed at the office 

to verify and get more information of an intrusion. 

Data Management 

 Data captured by the depth cameras: the information collected by the depth cameras 

(RGB and spatial information) is processed on-the-fly, thus, once processed for the 

extraction of bodyprints the images are directly removed from the system, except for a 

key frame that is stored with the folder of the bodyprint information. This folder is 

stored compressed and encrypted. 

 Bodyprints (VPU): the bodyprints obtained in a VPU are stored compressed and 

encrypted in a temporal folder until the RIS sends a request for deletion, which happens 

after a bodyprint has been correctly sent to the RIS. In case the RIS does not request the 

bodyprints, or their deletion, the temporary folder is emptied the next time the VPU is 

started. 

 

Figure 52: Temporal storage of bodyprints in the VPU 

 Bodyprints (RIS): in the RIS, the bodyprints are stored encrypted and compressed, and 

they are just decrypted to be compared with the templates of the APDB. After this, they 

are kept in a temporary storage just in case an alarm was generated, until the event is 

reviewed and validated by the System Operator. 

The RIS has a process that requests periodically the results of the validation of the 

alarms generated and not reviewed yet. Once an alarm has been discarded, the 

corresponding bodyprint is removed from the temporary folder. Otherwise, all the 

information is kept in the system (still protected by encryption). 

 Bodyprints (APDB): the biometric templates of the Authorized Persons are also stored 

compressed and encrypted, and they are just decrypted to be compared with incoming 

bodyprints. 
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As it will be defined in the system documentation, the bodyprints of the APDB shall be 

renewed every 6 months, or any time an error is detected in the bodyprints as a result 

of the validation process.  

 Results of the comparison (RIS): all the results of the comparison are stored in the 

database of the RIS, including all the parameters obtained in the matching process (e.g.: 

level of confidence of the results), which will serve to detect incorrect configurations of 

the re-identification module. 

 Events (RDB): the RIS sends to the RMS just the result of the comparison (authorized or 

not), the level of warning (alarm/not alarm), the detection timestamp, the identifier of 

the corresponding bodyprint and the key frame, that is stored encrypted. This is the 

information displayed to the SO, that has to authenticate himself to have access to the 

Surveillance UI. The positive results, as well as the false alarms, will be removed from 

the RDB once verified. Any result associated to an alleged unauthorized access will be 

kept as evidence for the local authorities. 

Regarding the retention period, according to the Spanish legislation we have defined a 

maximum retention period for any image of one month, except for those belonging to the 

people enrolled in the system, that will be kept as long as necessary to achieve the system 

purpose. The rest of the information (results & bodyprints) will also be kept for as long as 

necessary, which normally means that if an access is authorized, the corresponding information 

is removed from the system almost immediately. 

Artifacts used 

A8-A10 Use of logs to trace the main operations performed by the system 

A12 Encryption of videos and bodyprints 

A15 Performance monitoring 

A16 System monitoring 

A18 Creation of a record containing the results of the recognition process 

A20 Access control mechanism for the Web Services 

A21 Access control mechanisms for the User Interfaces 

Table 19: Artifacts for the matching phase (II) 

6.2.2 Action plan in case of unauthorized access 

Anytime an Unauthorized Person is detected, the Biometric System generates an alarm that is 

displayed to the System Operator through the Surveillance UI. Once the event has been 

confirmed to be an intrusion, the System Operator shall call the System Administrator, who is 

responsible for reporting the incident to the local authorities. 

A Police Officer is sent to collect information of the incidents in order to take the adequate 

measures for law enforcement. For this, the Police Officer may request to have access to the 

information stored in the system, for which the authorization of the System Administrator is 

required. The data collected by the system as evidence of the intrusion will only be shared with 
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the local authorities, which will be traced in, for example, a document signed by the police 

indicating why they require the information. The data shared with the police will be 

watermarked, whenever possible, to make clear that the data is shared with the authorities for 

law enforcement. 

Id Operational requirement 

OR_9 The System Administrator shall be able to authorize the access to the information stored in the system 

OR_15 The System Administrator shall assist the Police Officers and the Data Protection Officers for auditing 

tasks 

OR_19 The System Operator shall be able to report incidents to local authorities 

OR_20 The System Operator shall collaborate with the local authorities in the verification of an intrusion 

OR_21 The Police Officer shall be able to obtain information related to a particular incident 

OR_22 The Data Protection Officer shall be able to obtain information stored in the system 

Table 14: Summary of the operational requirements related to the action plan for unauthorized accesses 

Besides, to mitigate the impact of false positives, the System Operators should check 

periodically the log of events even if no alarm is raised by the system. 

Further details of the action plan will be included in the system documentation. 

This action plan, listed as artifact A24, is still under development and have to be checked with the 

person who will take the role of the System Administrator, that has experience with this kind of situations.  

6.3 Maintenance & Retirement 

The last stages of the system lifecycle cover the revisions and updates of the system 

(Maintenance) until the system is no longer used and has to be uninstalled (Retirement).  

Regarding the use of the SALT Framework, there can also be SALT references in the SALT 

repository providing guidelines for these stages, for example, recommending procedures or 

verifications to perform in order to retire the system in a controlled manner and respecting 

users' privacy. 

During these stages, the System Operator is just in charge of monitoring the different system 

alarms through the Surveillance UI and of warning the System Administrator if there is a 

problem. The System Administrator, that has been registered in the documentation for the 

General Register as responsible for the system, shall ensure that the system is properly fixed 

solving the problem himself or contacting the Surveillance Service Provider in order to get 

technical assistance.  

These are some of the tasks that are planned for the operation & maintenance stage: 

 Periodic revision of policies and procedures every two years (A17): for this task, the 

person responsible for the review (e.g. the System Administrator) can use the SALT 

Framework to check if the concerns have changed. A report with the results and 

updates made will be generated. 
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 Periodic revision of the need for the system once a year (A22): at least once a year, the 

efficiency of the system will be evaluated in order to verify if the system based on 

bodyprints is really necessary and useful. A report with the results of the evaluation will 

be generated. 

 Renewal of bodyprints every 6 months (A15, REQ_ACC_10): at least once every six 

months the bodyprints composing the APDB will be renewed. 

Apart from the mentioned revisions, the system also perform several maintenance operations 

automatically: 

 Data deletion mechanisms: automatic procedures have been implemented to delete the 

information collected from Data Subjects during the matching phase once it is no longer 

necessary (REQ_LEG_9, REQ_QUE_14, REQ_ACC_53-54).  

 Detection of inaccurate bodyprints: the results of the validation of alarms will be 

compared with the results of the matching process to detect inaccurate bodyprints that 

are producing errors in the matching (REQ_ACC_10). The accuracy of the data is covered 

by several of the SALT references used in WP6, such as WP6_REF_3. 

 Control of unattended operations: it is also important to identify the operations 

performed without any user interaction, and to implement the adequate mechanisms to 

control them in order to verify that they are working as expected (REQ_QUE_17). 

Due, for example, to organizational reasons, or because the solution selected does not provide 

the expected results or it is just no longer necessary, a system may have to be completely 

removed. The retirement or decommissioning has to be carried out in a controlled manner 

according to the laws and regulations. Therefore, the SALT references can contain 

recommendations on how to perform this task and the privacy and accountability concerns 

around it. In this particular case of WP6, it is important to ensure that all the biometric data, or 

any  other identity information, are completely deleted from the system and cannot be 

recovered. 

The Data Controller is the main responsible for the correct decommissioning of the system, and 

normally retires the system with technical assistance provided by the SSP. In some cases, the 

SSP may provide a service for the retirement of old equipment. A technical person should be in 

charge of this task, but it is also important to involve a legal expert in the process to consider all 

the issues stated by the current legislations. 

Following the SALT Approach, these steps should be followed: 

 First, identify all the risks associated with the retirement of the system 

 Implement the organizational and technical measures to address these risks 

 Evaluate at the end of the retirement process that all the risks have been addressed 

correctly and that the system has been correctly removed. 
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During the last semester of the project, we will evaluate more deeply the use of the SALT tools 

for both the Maintenance and Retirement stages. 
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7 Conclusion 

This document is in line with the previous deliverables of WP6. The design of the biometric 

system has been a progressive work that has been refined in parallel with the development of 

the SALT methodology. This way, the stakeholder's needs identified in D6.1 have been analyzed 

in depth using the SALT tools, which allowed to improve the selected solution as described in 

D6.2. Following the SALT process, deliverable D6.3 describes how the SALT resources can be 

used for the development of biometric systems taking into account privacy and accountability, 

focusing on the initial stages of the system lifecycle (Concept, Design & Development).  

By now, in the first stages in which the system is drafted and implemented, the main privacy 

and accountability concerns pointed out by the SALT questionnaires and references have been 

integrated into the system design. In general, thanks to the information provided by the SALT 

Framework we think that we have identified and addressed more privacy and accountability 

requirements using the SALT Framework, and that we have also obtained useful guidelines to 

address those concerns more adequately.  

During the next semester, we will deploy the system at the Visual Tools' premises in order to 

verify that the system behaves as expected in the targeted scenario, if it really solves the 

stakeholder's problems, and also if the privacy and accountability concerns are properly 

covered. The next deliverable D6.4 will describe the results of this work, trying to evaluate the 

use of the SALT processes and tools for the whole system lifecycle in order to see the added 

value of the SALT Framework for the development of biometric systems. 
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